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FOREWORD

The technical papers included in these Proceedings represent all the
technical presentations made at the Western Joint Computer Confer-
ence. In addition, there is included a message from the Chairman of
the National Joint Computer Committee, Dr. Morris Rubinoff. We are
proud of the excellent contributions recorded here, so many of which
directly support the 1961 WICC theme “Extending Man’s Intellect.”
Also, we are happy that we have been able to make these Proceedings
available at the time of the Conference, thus enhancing the béneﬁts
of the Conference to registrants and making available the information
in a timely manner. .

It should be recognized, however, that the papers presented herein
have not been selected by the usual procedures wherein a paper is
refereed as to its appropriateness and edited for its content. Neither
the NJCC nor the WICC Committee can take responsibility for the
accuracy of the facts or opinions expressed. We are confident, how-
ever, that the overwhelming majority of the papers presented here are
responsible in all ways. Many papers were called but few were chosen;
we are happy to record them here for the continuing advance and
lasting annals of information processing technology.

WALTER F. BAUER

General Chairman

1961 Western Joint Computer
Conference



MESSAGE FROM NJCC CHAIRMAN

This is an historic occasion. The close of this 1961
Western Joint Computer Conference will signal the
change-over in administration of Joint Computer Con-
ferences from the National Joint Computer Committee to
the American Federation of Information Processing So-
cieties (AFIPS), with broader scope and greater flexibil-
ity. As you know, AFIPS is a society of societies organ-
ized to represent through a single body the professional
societies of the American computer and data processing
world. The enthusiastic response to the formation of
AFIPS is highly gratifying and lends encouragement, con-
fidence and a sense of mission to those whom you have
charged with conducting its activities.

There are times when the path to the future is best
appreciated through a re-examination of the past. I would
like to quote from a letter dated December 15, 1959,
written by the late Chairman of NJCC, Professor Harry
Goode, who contributed so much both to NJCC and to
the birth of AFIPS:

“I believe the major objective in the formation of the
society is to provide for information flow in all other in-
stances than those provided for by the individual so-
cieties to their members.

“There are four types of such flow:

(1) Information flow between members of information
processing societies nationally.

(2) Information flow between our national informa-
tion processing society and foreign information
processing societies.

(3) Information flow between societies in the informa-
tion processing profession and other professions.

(4) Information flow from the information processing
societies to the general and educational public.

“If we can recognize a firm set of objectives such as
these (which of course need to be rewritten into a proper
set of words), then what the society is to do is relatively
clear-cut.

“The functions follow immediately from the objectives:

(1) Act as the American representative body on mat-
ters related to computing application and design,
in a broad area of computational and information
processing sciences.

(2) Advance the field by stimulating research into new

aspects of computer sciences emphasizing the
cross-pollination of ideas among member societies.
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(3) Prepare, publish, and disseminate information of
a tutorial nature to laymen, high school teachers
and students, government offices and officials, etc.

Maintain relations among American and foreign
technical societies through conferences and sym-
posia, cooperation with other societies in organ-
izing sessions at their conferences, provide refer-
ence material to other societies on the computa-
tional sciences.

(4)

(3)

Maintain membership in the International Federa-
tion of Information Processing Societies (IFIPS).

Aid in certain actions of member societies involv-
ing participation and cooperation by more than
one society.

(7) Sponsor the JCC’s.”

(6)

The Constitution of AFIPS reflects these views in their
entirety. With your frequently demonstrated cooperation
and support, the Board of Governors of AFIPS will
continue to conduct our successful Joint Computer Con-
ferences and to represent the United States in our Inter-
national Federation, IFIPS. As new societies join the
Federation, it will gradually provide the hoped-for broad
representation of the American information processing
profession. We will seek to establish AFIPS as the infor-
mation center on data processing including not only
bibliographies of written material, but also a calendar of
events of computer activities in the United States and
throughout the world, a roster of individuals active in
information processing, and a current file of developments
in progress or recently consummated. We plan to establish
a speakers’ bureau to carry information on the information
processing field to educational institutions and professional
societies. We plan to establish a public information com-
mittee which, through the media of personal contacts, press
releases and tutorial articles, will make available to laymen,
to government agencies, to affiliated and member societies
and to the profession as a whole, the present status and the
probable future of information processing in the United
States.

I trust that with your continued cooperation and support
our efforts will meet with a long string of successes.

Respectfully submitted,

Morris Rubinoff, Chairman
National Joint Computer Committee
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SIMULATION: A SURVEY

Harry H. Harman
System Development Corporation
Santa Monica, California

Introduction

Simulation may be traced back to the begin-
ning of time -- be it the make-believe world of
the child at play,or the adult make-believe world
of the stage. The impetus for modern scientific
simulation came with the development of analog
computers in the 1930's; and progressed even
further when the electronic digital .computers wee
createds  The very definition of ah analog com-
puter contains the notion of simulation, viz., a
device which simulates some mathematical process
and in which the results of this process can be
observed as physical quantities,such as voltages,
currents, or shaft positions. While there is no
doubt that the analog computer represents one as-
pect of simulation, the truly new simulation ad-
vances came with the digital computer. In the
past two decades, since the development of Mark I
by Howard Aiken and since Eckert and Mauchly de-
signed the ENIAC, tremendous strides have been
made in science and technology ascribable direct-
ly to the flourishing new computing discipline.

The revolutionary impact of the electronic
computer on our society may well be equal to
that of atomic energy -- and may actually surpass
it in the long run. A direct consequence of the
computer is the burgeoning activity which collec-
tively goes under the name, "“simulation". The
growing awareness, and popularity of this field
of activity is evidenced by a recent article in
Business Week in which a parallel is drawn
between the group of simulation experts and the
group of painters known as the Futurists. Just
as the art works might bear no direct resemblance
to the subjects for which they were named, so the
mathematical formulas, flow diagrams, and com-
puter outputs bear no direct resemblance to the
physical world which they simulate. Moreover,
this symbolic art "represents a massive assault
on tradition —— in this case, the traditional art
of managing large organizationst'léThis assault —-
involving scientific systems analysis and simula-
tion techniques -~ first occurred on military sys-
tems problems, but more recently has found its
way into business and industrial systems problems
as well.,

Definitions

To appraise the current work in simulation
and to apprise you of the general status of this

subject is the raison d'étre of this session. In
my review of the work in this area, I came across
John Harling's paper, "Simulation Techniques in
Operations Research -— A Review".? From the title
it would appear that my work had been done for me.
His opening remarks draw attention to the fact
that "simulation" is a somewhat ill-defined sub-
ject and that considerable confusion exists in
the terminology employed, and he goes on to say:
"The term "Monte Carlo' is presently somewhat
fashionable; the term 'simulation' is to be pre-
ferred, because it does not suggest that the
technique is limited to what is familiar to sta-
tisticians as a sampling experiment.” (p.307) He
equates "simulation" with "Monte Carlo methods"
and thereby implies a much more restrictive usage
of simulation than is intended in the present Sur-
VEYe

The term "simulation"™ has recently become
very popular, and probably somewhat overworked.
There are many and sundry definitions of simula-
tion, and a review and study of some of these
should help us gain a better perspective of the
broad spectrum of simulation. Webster only pro-
vides the fundamental notion that simulation is
an act of "assuming the appearance of, without
the reality®. Thomas and Deemer20 suggest the
following paraphrase of Webster: "to simulate is
to attain the essence of, without the reality."
Note that the substitution of ™"essence" for
Mappearance”" makes the vital difference between
the scientific and the casual use of simulation
It not only is not necessary that the simulator
not Mappear" as its real-life counterpart, but
frequently attempts to imitate reality closely
may be detrimental to the purposes of the simula-
tion. For example, to expedite the training of
pilots a relatively accurate duplication of the
cockpit is necessary for the trainer, but to du~
plicate the bulky whole of the airplane would de-
feat the purpose of the simulator. Thomas and
Deemer advise that "™we should deplore the tenden-
¢y to introduce trappings and ornaments in simu-
lation to gazin the 'appearance! of reality when
it is the 'essence' which we need." (p.5)

In a technical dictionary7 the term "simu-
lator™ is defined as follows:

A physical system which is analogous
to a model under study (as, for instance,
an electrie network in which the elements

1.1



1.1

are in correspondence with those of an eco-
nomic model). The variables of interest in
the model appear as physical variables (such
as voltages and currents) and may be studied
by an examination of the physical variables
in the simulator. (p.267)

This definition covers what we normally would
consider simulation when accomplished by analog
or digital computers. Nonetheless, it is not the
universally accepted definition, alternatives be-
ing proposed by practically each separate field
of application.

Thus, in the area of Operations Research,Har-
ling> states:"By simulation is meant the technique
of setting up a stochastic model of a real situa-
tion and then performing sampling experiments upmn
the model.The feature which distinguishes simula-
tion from a mere sampling experiment in the clas-
sical sense is that of the stochastic moadel®
(p.307) As noted above, this definition of simu-
lation is equivalent to the Monte Carlo tech-
nique; and is, in fact, almost identical with
the definition of the latter provided by A.S.
Householder: 6 .

The Monte Carlo method may briefly be
described as the device of studying an art-
ificial stochastic model of a physical or
mathematical process.... The novelty /~ of
the Monte Carlo method / lies rather in the
suggestion that where an equation arising
in a nonprobabilistic context demands a nu-
merical solution not easily obtainable by
standard numerical methods, there may exist
a stochastic process with distributions or
parameters which satisfy the equation, and
it may actually be more efficient to con-
struct such a process and compute the sta-
tistics than to attempt to use those stan-
dard methods (p.V).

While this represents a very powerful and useful
technique in simulation, Monte Carlo does not
encompass all the legitimate scientific aspects
of simulation.

In their book, System Ehgineering,h Goode
and Machol give a half dozen or more examplesof
simulation in which the Monte Carlo Method is
used in queueing problems. They do not,however,
take the foregoing definition. Instead, they
define simulation to be "the study of a system
by the cut-and-try examination of its mathemati-
cal representation by means of a large-scale
computer". (p.403) While some people (not in this
audience) might object to the qualifier that a
"large-scale comnuter™ be the means of the study,
they would certainly grant its modus operandi.
This is an operational definition, and ~as such
it proposes more or less exact procedures to be
followed in executing a program of simulation.
Specifically, Goode and Machol propose a series
of steps (pp.404-7) including the choice of com-
puter (analog or digital, in particular);con-

struction of the computational flow diagram (it
being assumed that the mathematical model of the
system has been formulated); determination of
preliminary (analytical) solutions; choice of
cases to be treated, with a view toward reducing
the number of runs; data reduction and analysis
(some to be done run by run); and consideration
of the simulation of human beings (by some simple
analytical function or by actual inclusion in
the simulation).

A type of working definition is proposed in
the field of Management Science. Here, simula-
tion is conceived as "the science of employing
computational models as description for the pur-
poses of (1) learning, (2) experimenting, (3)
predicting in management problems."l9 A similar
definition, which more specifically delimits the
area of consideration, is the following:l

The systematic abstraction and partial du-
plication of a phenomenon for the purposes
of effecting 1) the transfer of training
from a synthetic environment to a real en-
viromment; 2) the analysis of a specific
phenomenon; or 3) the design of a specific
system in tems of certain conditions, be~
havior, and mechanisms.(p.6)

The behavioral scientist, accumstomed to labora-
tory experimentation,puts it even more directly:
"By simulation, we mean a technique of substitu-
ting a synthetic envirormment for a real one -- so
that it is possible to work under laboratory con-
ditions of control."

The foregoing definitions range in emphasis
from a sampling plan (which distorts distribu-
tions in order to obtain relatively efficient
estimates of the parameters) and the mere use of
a large-scale computer, to a simple delineation
of the area of inquirye. What they have in com-
mon is an attempt to substitute other elements
for some or all of the real elements of a system.
Perhaps the simplest and most direct definition
of simulation is merely the act of representing
some aspects of the real world by numbers or
other symbols that can be easily manipulated in
order to facilitate its study. In thls sense,
simulation is one of the oldest analytical tools.

Classifications

However simulation is defined, there remains
the problem of selecting the appropriate elements
of a system to be simulated. Which aspects are
represented, and how they are represented, con-
stitute the distinguishing characteristics of the
different types of simulatione. Hopefully, these
considerations should also provide for the mean-
ingful classification of simulatioén types.

After an exhaustive search of the litera-
ture, and several months' cogitation, the writer
was reluctantly forced to conclude that there is
no completely adequate taxonomy of simulation



types. Perhaps some day a reasonable basis will
evolve for classifying simulation types into ma-
jor and subordinate categories, and the practi-
tioner will be assisted thereby; but at the pre-
sent time, we can do very little in that direct-
ion.

About the best that has been proposed (see
for example, I. J. Good3) is a single continuum
on which the model is classified according to its
degree of abstraction from the real-life system,
operation, or procedure. Thus, the focus is on
the simulation model and its relationship to its
real-life counterpart. This conceptual basis for
ordering simulation types follows:

(1) In the most extreme instance (ultimate
or trivial, depending on your point of view), the
real system can be used as the "model" to gain
knowledge about itself. However direct and simple
it might sound, it is usually neither practical
nor feasible to determine the inherent properties
of a system by observing its operations. Limited
time and resources often force the use of shorter,
less expensive methods than the "identity simula-
tion"o

(2) Only one step removed from the real-
life instance is the attempt to replicate it with
the highest degree of fidelity, by means of an
operational model of the system in its normal en-
vironment., A SAC mission flown to test the air
defenses of the United States is an example of
an essential replication of a war situation. Ene-
my bombers are replaced by SAC bombers; ADC fires
no weapons. Such "replication simulation™ really
involves very little abstraction from reality,and
also provides very little gain; except tu make
possible the limited study of selected dangerous
or future situations. A subcategory of this clas-
sification might involve essential replication of
operational gear while employing abstracted in-
puts.A case in point is the Air Defense Command's
System Training Program (discussed below).

(3) Next, along our continuum, the replica-
tion might be attempted in the laboratory instead
of in the field. Here it is necessary to choose
the relevant features of the real system for re-
presentation in the laboratory, and also to deci-
de on the means of such representation. A system
may be made up of such diverse elements as people,
hardware,operating procedures, mathematical func-
tions, and probability distributions. A laborato-
ry model might consist of the actual replication
of some elements and the abstraction and substi-
tution by symbolic representation of others. It
should be noted that every kind of substitution
is possible: people are often simulated by hard-
ware, but the reverse is also done. A wide range
of simulation types is encompassed by "laboratory
simulation™, and perhaps is best exemplified by
operational gaming.

(4) More clear-cut abstraction from reality
is involved in the complete "computer simulation ™

of a real systems In some circles this is the
only admissable type of simulation. There is no
room for human beings or real hardware components
in this model of the system. All aspects of the
system must be reduced to logical decision rules
and operations which can be programmed. If the
model of the system consists only of mathematical
functions, the simulation is said to be determi-
nistice. If it also includes probability distri-
butions then it is stochastice This type of si-

mulation is quite common in operations research , -

with a popular example being a "computer simula-
tion"™ of a (hypothetical) business firmm.

(5) The highest degree of abstraction leads
to the complete "Manalytical simulation®, wherein
the real system is represented completely by means
of a mathematicel model and a solution ( at least
theoretically) can be obtained by analytical means.
Essentially, the problem here is that of solving
a set of equations. Even if a closed form is not
available, approximate methods (including Monte
Carlo) can be employed to get a solution. The
least and the highest degrees of abstraction --
"identity simulationand complete "“analytical si-
mulation''-— may not be of much experimental value,
but they do provide useful conceptual bounds for
the simulation continuume

Need for further classificatione-- While the
foregoing considerations provide a fundamental

(philosophical) continuwum on which simulation
types might be ordered, it is not sufficiently
diseriminating. The bulk of the simulation stu-

dies reported in the literature would fall into
one or two categories only. Further, more detail-
ed distinctions could lead to generalized prin-
ciples and thus to the full development of a
discipline of simulation. The additional dimen-
sions of simulation cannot be adequately deter-
mined at the present rudimentary stage of devel-
opment of this field.

Dichotomous classifications.-— What is fre-
quently done as an alternative is to break the
total field of simulation into two classes. Com-
monly encountered examples of such dichotomy, or
polarity, is deterministic-stochastic; deductive-
inductive;analytical-physical jcomputerized-manual;
or one of the many variants of these. An import-
ant consideration is the absence or presence of
at least one human being in the simulated model.
While this seems to offer a real distinguishing
characteristic, it does not help nearly as much
as anticipated. There can still be  stochastic
models which are simulated entirely in a computer,
or by means of a computer and people. For this
reason, the writer discarded an earlier plan in
which the primary dichotomy was into ™automaton-
simulation™ and "bio-simulation™. Differences in
simulations that are fully computerized and those
that involve human beings may be useful,tut should
probably be subordinated to more fundamental cla-
ssification concepts.
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Even this crude classification scheme may
provide a useful guide in planning a simulation
experiment. As a general rule, increasing exper-
imental control can be attained by moving in the
direction of a complete mathematical model, but
unfortunately this usually is associated with de~
creasing realisme The more that is known about
the properties of an element of a system,the bet-
ter it can be simulated. Imperfectly understood
system elements probably should be used " as is"
in the model rather than approximated in a prob-
abilistic manner or by decision rules. Adequate
simulation of a system in the laboratory requires
a detailed systems analysis with particular atten-
tion paid to the functional structure of the var-
ious tasks and the operations to be performed by
the human beings in the systemes Since the human
actions are certainly of a stochastic nature,rea-
listic simulation of a man-machine system can
best be accomplished by having the human elements
in the model.

Classification by objective.-- An alternat-
ive breakdown of simulation activities can be
made according to the purpose or objective of the
simulation. The principal categories usually em-
ployed are evaluation, +training, and demonstra-
tion. With the emergence of very large military
command and control systems, the old trial-and-
error method had to give way to simulation as the
primary technique for the design and development
of such systems, as well as for the evaluation of
alternative solutions to system problems. Again,
in the implementation and operation of such sys-
tems, simulation has been found to be a very ef-
fective device for training. Not only have simu-
lators been employed for individual flight in-
struction in place of expensive and dangerous
procedures, but similar efficiencies have been
realized in training groups in total system oper-
ations through simulation. This is one of the
chief objectives of management games as well as
the specific training programs of military systems.
In the demonstration role, simulation serves as a
means of indoctrination -- to exhibit the feasi-
bility of a complex system.

Simulation as a research tool

While this very brief account of the uses of
simulation for evaluation,demonstration,and trai-
ning immediately points up its value,some more de-
finite indication of the advantages of simulation
as a research tool in the study of complex systems
seems to be in order. First of all, the real sys-
tem in the field is not as amenable to control as
a simulation of it. At the same time there is no
interruption of the on-going activities in order
to conduct the research.Also, productive research
requires the taking of quantitative measurements,
which again can better be accomplished in a simu-
lation study than by observation of the actual
system.

These primary advantages are really the ad-
vantages of the laboratory over the field,regard-

less of whether it is a chemistry laboratory or a
digital-computer laboratory. Simulation as a re-
search technique has more specific advantages:

(1) It can compress or expand real time. A
business operation of a year can be simulated in
minutes in order to study long term trends or to
study the operations under varying alternatives.
On the other hand, the process can be slowed down
to permit the more detailed study of critical si-
tuationse.

(2) It provides the ability to experiment,
test,and evaluate new systems or proposed changes
to existing systems in advance of having to make
firm commitments.Aside from great economy of time,
simulation of this type makes it possible to con~
sider hypothetical systems which may be dangerous
or impossible to try any other way.An interesting
example involves the procedure the Cornell Aero-
nautical Laboratory employed in designing and con-
structing the Mark I perceptron for the automatic
identification of simple patterns. They first de-
monstrated by simulation on a computer (IBM 704)
that such an experimental machine could be built.

(3) It makes for more economical experiment-
ation, both in time and money. A complete "compu-
ter simulation" of a system usually can be run in
very short time once the program has beendevelop-
ed. However, the cost of creating a large-scale
computer simulation program can be prohibitive.
Usually it is justified because of continued ex-
perimentation with the model, but on occasion the
payoff may be so great as to justify evena single
trial,

(4)It permits the replication of exveriments
under different conditions. An important example
is the replication of economic time-series, which
just could not be accomnlished without simulation

Review of simulation activities

Extent of literature.-- The acceptance of
simulation evidently has been widespread -- as
witness the increasing nmber of simulation stu-
dies in the last decade. Prior to 1951 there was
nothing in the scientific literature on this sub-
jectes The most recently published bibliogranhyl5
contains 344 entries (including 6 other biblio-
graphies)and except for one reference ("A Simpli-
fied War Game, 1897) the earliest article is da-
ted 1951. Two other bibliographies merit special
mention. Malcolmll presents what he terms "a
fair sampling of simulation literature to date™
Concerned primarily with the application of simu-
lation to management problems, he subdivides the
165 titles into industrial and military applica-
tions and separates simulation games from the reste.
The other,l12 while not svecifically addressed to
simulation,presents 477 references to the closely
allied subject of systems research. One of the
interesting aspects of the latter bibliography is
that it also contains a topical outline of the
field and each reference 1is assigned to one or




more of the classification categories. The extent
of the literature on simulation has grown to such
immense proportions, in so short a time, that the
truly scholarly exploration of this field loams as
a formidable effort for all but the most serious
student.

No attempt will be made here to review the
content of different simulation studies. The ob-
jective is only to indicate the scope of such
studies.One such collection of 17 studies appears
in the "Report of Systems Simulation Symposium’
publ ished in 1958, These include typical invento-
ry-control, scheduling, cargo handling, and wait-
ing-line problems on the industrial side; related
problems on logistics systems peculiar to themili-
tary,as well as military"laboratory simulations",
incorporating systems of men and equipment; and
even some methodological considerations directed
at increasing the speed of simulation and statis-
tical problems associated with Monte Carlo sampl-
Inge

As regards the technical aspects of simula-
tion, the results of current research activities
appear, principally, in the Operations Research
journal, ‘specialized statistical journals, and
publications of various research institutes. Of
special interest is the report of the first Sym-
posium on the Monte Carlo Method and two subse-
quent symposia 17, on the same subject.

Operational gaminge~— The simulation stu-
dies that have attracted the most attention in
recent years may be described by the generic term
Mgames™ -~ intended to cover such activities as
war gaming, business management games, and oper-
ational gaming in generals In their excellent
article, Thomas and Deemer20  first distinguish
the basic concepts of simulation, Monte Carlo,and
operational gaming; present a brief reviewof some
of the theory of games of strategy; and then com-
pare the approaches of ganming and nm-gaming tech-

niques to competitive situations. The role of
operational gaming is best expressed in their
words:

Although simulation and Monte Carlé

methods are often used in gaming we feel that
the essence of operational gaming lies rather
in its emphasis on the playing of a game.
There is playing to formulate a game, play-
ing to solve a game, and playing to impart
present knowledge of a game. Thus we define
operational gaming as the serious use of
playing as a primary device to formulate a
game, to solve a game,or to impart something
of the solution of a game. (p.6)

In practical applications, the technique of
gaming is aimed principally at providing practice
in working through alternative sequences in con-
siderable details Within the framework of a part-
icular game certain input parameters canbe alter-
ed to provide innumerable variations. When human
teams participate in such games, they not only

gain practice in comprehending the consequences
of particular moves and sequences of events, but
also gain some insight into the perspective of
the participants.

The development and present usage of manage-
ment games is reviewed by Joel Kibkee in the fol-
lowing paper on this Program. He stresses the
importance of computers in this area, and discus-
ses the building of models and programming of ma-
nagement games. It should be remembered that
non-computer or manual business games (e.g., as
developed by Stanley Vance at the University of
Oregon and by John L. Kennedy at Princeton Uni-
versity) have considerable merit as tools for
management training and development as well.

Management control.-- Perhaps oneof the most
powerful tools for management control of large-
scale programs is the activity known as PERT
(Program Evaluation Review Technique). This system
of charting the key milestones into a network for
the accomplishment of an objective, dependent on
many and diverse factors, was first developed in
conjunction with the Polaris program. O As a re-
sult of such management control, the Polaris pro-
gram became operational two years earlier than
originally anticipateds A similar technique de-~
veloped for the Air Force by Douglas Aircraft
Company in conjunction with the Skybolt program
is PEP (Program Evaluation Procedure). The PERT/
PEP program evaluation techniques now are being
extended to almost all Army, Navy, and Air Force
weapons systems.? Among other computer-based me-
thods for monitoring schedules being developed
is SCANS (Scheduling and Control by Automated
Network Systems) at System Development Corpora-
tione The aspect of these technigues which is
especially germane to this Session is the optimi-
zation of networks through simulation. By devi-
sing a "computer simulation” of the scheduling
technique, alternative management decisions can
be tried, and from the output an optimal solu-
tion can be determined. Closely related to these
types of programs is the Decision Gaming work on
which Dr. Vazsonyi reports later in this Session.

Social behavior.-- Turning to another area,
Ellis Scotti%, calls attention to dozens of stu-
dies on simulation of social processes being car-
ried out in universities and research laborato-
ries from coast to coest. His survey is concern-
ed with research in the behavioral sciences which
use computers in the simulation of social beha-
viore The studies range from experiments in in-
teractions and conformity of small groups to in=-
tergroup relations in the community to the beha-
vior of an entire society and international rela-
tions. )

Vehicular traffic.--Still another area which
is receiving more and more attention is that of
vehicular traffic control.e Wwhile the earliest
works, by He He Goode, Go F. Newell, and others,
only date back about six years, the activity has
been gaining considerable momentum since then.
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Research is going on in all parts of the country
The extent of the national interest is evidenced
by the conference on transportation research con-
vened by the National Academy of Sciences last
falle. About 150 participants from government, in-
dustry, universities, and research institutions
met to review and formulate a program of research
on transportation. in the United States. A more
recent conference was devoted exclusively to
the utilization of simulation as a research tool
in the areas of highway and vehicle improvement,
traffic control and enforcement, and driver and
safety education.

An example of a physical model for studying
driver performance, car construction, and road
design is the "driving simulator™ at the UCLA
Institute of Transportation and Traffic Engin-
eeringes The cab of this simulator consists of a
standard station wagon on a treadmill of steel
rollers, which faces a 10-ft high semicircular
screen and with a small screen on the car's rear
window. Movie projectors throw traffic scenes
on both screens and a battery of instruments re-
cord changes in steeringwheel movement, accelera-
tion, braking, and in the driver's breathing rate
and in emotional stress.

Although the ultimate goal is to consider the
total system, including the driver and the traf-
fic, at this stage of development of methodo~-
logy, it seems wise to distinguish "driving simu-
lation"™ from M™traffic simulation". Early work on
traffic simulation was restricted to one or two
lanes of very short stretches of highway, and re-
quired inordinate amounts of computer time.None-
theless, such work pointed to the feasibility of
running simulation studies of traffic flow. 4
much more extensive model of expressway traffic
flow has been developed at the Midwest Research
Institute, and is reported by Glickstein and Levy
later in this Session.

Simulation in man-machine laboratory research

The foregoing review points to many excit-
ing and challenging activities -~ emerging as a
result of the development of the digital electro-
nic computer, the use of simulation, and the in-
creased awareness of the “systems approach”.Thus,
the study of large, complex man-machine systems
has become possible.

Just as trial-and-error experimentation has
been a respected technique in the development of
the classical sciences,so in the study of complex
systems the new techniques of simulation may be
employed to explore and to define the problem it-
self. The direction and course of study of a man-
machine svstem should be permitted (at least in
the early stages) to be altered and restructured
during the simulation and according to insights
gained from the simulation itself. This use of
simulation as a new kind of research tool is per-
haps the outstanding feature of such laboratories

as RAND's Logistics Systems Laboratory and SDC's
Systems Simulation Research Laboratory discussed
below.

NEWS.-- Entire laboratories have been built
to exploit simulation for teaching purposes and
evaluation of systems. Perhaps the first such
facility to be conceived (in 1945), but which was
not funded until 1950 and then took eight years
to build, is the simulator at the U.S.Naval War
College at Newport, Rhode Islande This facility
and the exercise conducted in it is called NEWS
(Naval Electronic Warfare Simulator). At™ the
heart of the system is a very large analog compu-
ter (known as the Damage Computer) which is de-
signed primarily to assess damage and to provide
feedback to the several forces playing, to indi-
cate their remaining effectiveness. The exercise
is primarily a training device -- used in war
gaming, in the final stages of tactical training
of naval officers from the fleet.

SRL.-- Another laboratory in which simula-
tion was employed as the principal tool was the
Systems Research Laboratory (SRL) of The RAND
Corporation. From 1951 to 1954 this laboratory
employed simulation to generate stimuli for the
study of information processing centers. The
essential features of a radar site were created
in the laboratory and by carefully controlling
the synthetic inputs to the system and recording
the behavior of the group it was possible to stu-
dy the effectiveness of various man-machine com-
binations and procedures.

STPe~- The research in SRL eventually gave
rise to the Air Defense Command's System Train-
ing Program (STP) -- probably the largest-scale
simulation effort ever attempteds STP is now in
operation throughout the United States, as well
as in Ajaska, Canada, and Europe. Training exer-
cises are conducted in the normal « working envi-
roment at the radar sites, direction centers in
the SAGE system,Division Headquarters, and higher
commands. Fundamental to this vast program is
the creation of problem materials by means of an
IBM 709 and special off-line and EAM equirment.
Through these means synchronized radar pictures
for large areas of the country are simulated along
with other innuts required by the operating sys-
tem, e.g., flisht plan information, intelligence
and weather information, and commands from higher
headquarters. Also, various lists and maps are
prepared for the trainers to assist them in
observing and recording crew actions in order to
furnish feedback on system performance to the
crew immediately after each exercise. Through
simulation of this type it is possible to provide
exercise of air defense procedures and regula-
tions, applicable either in peace or in war situ-
ations, at a fraction of what it would cost with
“replication simulation".

LSL.-- In 1956, the Logistics Systems Labor-
atory (LSL) was established at RAND under Air



Force sponsorship. The first study in this labor-
atory involved the simulation of two large logis-
tics systems for purposes of comparing their ef-
fectiveness under different governing policies
and resources. The system consisted of men and
machine resources together with policy rules on
the use of such resources in simulated stress si-
tuations such as war. The simulated environment
required a certain amount of aircraft in flying
and alert states while the systems' capability to
meet these objectives were limited by malfunction-
ing parts, procurement and transportation delays,
etce The human participants represented manage-
ment personnel while higher echelon policies in
the utilization of resources were simulated in
the computer. The ultimate criteria of the ef-
fectiveness of the systems were the number of
aircraft in commission and dollar costs. While
the purpose of the first study in LSL was to
test the feasibility of introducing new procedures
into an existing Air Force logistics system and
to compare the modified system with the original
one, the second laboratory problem has quite a
different objective. Its purpose is to improve
the design of the operational control system
through the use of simulation. The complete des-
cription of this study is presented by Dr. Steger
later in this program.

ASDEC.—— A somewhat different type of faci-
lity in which simulation 1is employed to test and
evaluate electronic systems is the Applied Sys~
tems Development Kvaluation Center (ASDEC) of the
Naval Electronics Laboratory at San Diego.Recent-
1y the Navy Tactical Data System was being evalu-
ated. The operational system was simulated by
means of actual hardware components such as the
Univac MA460 computer and cardboard mockups of dis-—
play and control equipmente. The facility includes
an analog-to-digital computer which generates
synthetic radar data used in the testing of oper-
ational systems.

NBS Study.-- Perhaps the largest single step
in the exploitation of simulation for research
purposes was the recent Feasibility Study<conduct-—
ed by the National Bureau of Standards. The
broad objectives of this study are best indicated
in its opening paragraph:

This report presents the results of a
study of the feasibility, design, and cost
of a large-scale tool to be used in a re-
search program on man-machine systems. This
tool facilitates the simulation of complex
weapon. systems for purposes of laboratory
experimentation with human subjects in the
system feedback loopse. It is intended to aid
in the optimization of system performance
through studies of man-machine dynamics. It
incorporates capabilities which represent a
substantial advance over those of existing
facilities for research on man-machine sys-
temse.

Feasibility was demonstrated through the actual
design, implementation and operation of a scale

-and shape to accommodate the operations

- any audio line, and a closed-circuit

model of the desired facility. The work done at
the National Bureau of Standards provided the
fundamental guidelines and philosophy for the more
ambitious laboratory facility being built by the
System Development Corporation in Santa Monica.

SSRL.-- Recognizing the importance of recent
work in simulation, as well as recognizing the
need for continued and expanded support for the
further development of this area, with particular
emphasis on its use in the study of complex man-
machine systems, SDC decided to create a general-
purpose, computer-based, facility in which such
research could be conducted. Plans for the Sys-
tems Simulation Research Laboratory (SSRL) were
initiated about fifteen months ago and are about
to come to fruition. My report on SSRL is in
greater detail because of my involvement and fa-
miliarity with it.

The physical facility, covering about 20,000
square feet, has just been completed. The main
experimental operations space is a room approxi-
mately 45 x 50 feet with 20-foot clearance from
floor to ceiling. It is completely surrounded by
an elevated observation area., This large room may
be divided into appropriate smaller areas by mears
of movable walls. Adjacent to the large, high-
ceiling space are smaller, standard height expe-
rimental areas, which also may be adjusted insize
and ob-
servation requirements of specific projects.

A basic concept in planning a laboratory of
this kind is the distinction between wuniversal-
type and project-specific type equipment. Of the
former type,the most important is the general-pur-
pose digital comouter. A Philco 2000 system was
selected and 1is now installed. Another major
piece of equipment is a transducer that permits
human beings and other real-time elements of a
system to communicate with the computere. Such a
real-time switch and storage unit (RL-101) has
been designed and built at SDC and will be ready
for integration with the computer next month. An
internal telephone system (up to 120 stations), a
public address system, recording facilities for
television
system round out the general-purpose equipment of
the laboratory at this time. The specific hard-
ware requirements for the first couple of projects
are now being determined.

Another basic concept 1s a general-purpose
programming system. Perhaps some day we will have
a general-purpose simulation program which  will
greatly facilitate the execution of research pro-
jects. For the present, however, we refer to the
basic utility program system for the Philco 2000
operating with the RL-10l. At SDUC we are using a
problem oriented language, known as JOVIAL, which
is patterned after Algol (the International Alge-
braic Language). The principal effort involves
the preparation of a JOVIAL Translator for the
Philco 2000; but which has been written in such
a manner that preliminary testing and actual com-
pilation could be done on an IBM 709. Also, an
executive control program hasbeen developed which
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takes cognizance of the requirements introduced
by the RL-101 and of the unusual nature of the
applications of the Philco 2000. The programming
for the initial research projects 1is proceeding
concurrently with the utility programming.

The new laboratory is expected to enhance tie
present research efforts of SDC and to open en—~
tirely new avenues of research endeavor. In the
former category are a number of research projects
that have necessarily been limited in scope, but
which can now be broadened because of the new fa-
cilitiess One such area is that of automated
teachinge Successful research in this area has
been conducted at SDC in the last two years, but
the constraint of a single student to the teach-
ing machine has been a severe limitation. This
made the gathering of statistical data very time=-
consuming. Also, any potential application of
automated teaching technigues in the academic or
the military or industrial organizations would
certainly require more efficient means than indi-
vidual tutoring. Thus, the next stage in this
research effort is to create a Computerized Labo-
ratory School System ([CLASS) which project will
be studied in SSRL very soon.

Another example of present research at SDC
which can be expanded through the medium of the
new laboratory is the study of Management Control
Systems. At the present time, the research con-
sists of a "computer simulation" of the behavior
of a business systeme This model enables the
study of the reaction of the organization to
specific changes under alternative sets of deci-
sion rules., As interesting as the computer simu-
lation might be, it will be found lacking in a
basic ingredient insofar as acceptance by real-
world managers is concerned. That ingredient is
the true human variability in decision making.The
particular model certainly can be made more valid
-— albeit, more complex and less controllable -~
by introducing human decision makers at certain
critical points in place of decision rules. Such
a "laboratory simulation" model, at a later phase
of the research, will be possible in the SSHL.

The first new research endeavor to exploit
the SSRL facilities 1is a study of a terminal air
traffic control system operating in a post-1970
air enviromment. Projected increases in traffic
volume and aircraft speeds indicate that terminal
control zones will increase in size and will there-
fore include many airports within a single complex
Coordination among many airports of the control
of high density traffic of widely differing per-
formance characteristics poses significant pro-~
blems of organization and planning. It is believ-
ed that in order to effect the safe, orderly and
expeditious flow of air traffic in a termindl com=~
plex,there will be a need for a new plaming agen-
cy in addition to the control agencies in intimate
contact with the details of the environment. The
general purpose of this nroject is to investigate
the functional interactions among the control agen-
cies, and to evolve alternative hypotheses re-
garding superordinate planning agenciese.

In the first phase of the project the confi-
guration simulated is an air traffic control sys-
tem for a two-airport terminal complex. The sys-
tem consists of the operators and equipment re-
presenting the following agencies for each of the
two airports:Stack Control,Approach Gate Control,
Approach Control, Departure Control, and Flight
Data Processing. Some of these agencies include
human operators while others are represented by
completely automatic processes.s The objectives
of Phase I are to study inter-airport coordination
problems and to identify significant variables fr
future systematic investigation. Additional plan-
ning and coordination functions will be added
in subsequent configurations as they are indica-
ted by Phase I results. This project -- involving
a "laboratory simulation" model --is an excellent
example of the utilization of the best aspects of
the broad range of simulation techniques in order
to experiment with a complex man-machine system.

*O® H#

In this wide range of simulation work which
we have reviewed two distinct activities stand
out, neither one taking much cognizance of the
other. On the one hand, simulation work is being
done in the Operations Research field which may
be classified largely as "computer simulation".
On the other hand, there is the group of behav-
ioral scientists, experimental psychologists in
particular, engaged in the simulation of environ-
mental conditions which may be called "laboratory
simulation". Each of these groups could learn a
great deal from the other. Furthermore, there is
increasing evidence that 'pure" simulation will
have to be modified if it is to stand the test of
validation. What is necessary is the marriage of
the two approaches -- a realistic possibility in
the new man-machine system laboratory.
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MANAGEMENT GAMES AND COMPUTERS

By

Joel M. Kibbee
Director of Education
Remington Rand Univac
Division of Sperry Rand Corporation

Management Games

Management games, although a relatively new
educational technique, are being widely utilized,
and much discussed. They are primarily of concern
to the educator and to the research scientist, but
since many of these games are played with the aid
of an electronic computer, they should be of in-
terest to computer people in general. In addi-
tion to the use of a computer for existing games,
new games are being developed and will require pro-
gramming. Many papers have been published on the
educational aspects of management games; this
paper has been written primarily to arouse in-
terest in them as a computer application.

The first management game to become widely
known was one developed by the American Manage-
ment Association in 1956. It continues to be
used, along with four or five other games since
developed by A.M.A., as part of their management
education courses and seminars. Over one hundred
different management games now in use are listed
in a forthcoming book on the subject*, and more
than 30,000 executives have participated in at
least one of them.

It seems worth-while to give a brief descrip-
tion of a typical game play for those who have
never participated. The Remington Rand Univac
Marketing Management Simulation will be used as
an example.

The game session begins with a briefing. At
this time the instructor describes to the partic-
ipants the type of company they are about to
manage, the economic environment, the general
nature of the product, and the competitive forces
they will face. He also discusses the scope of
their authority, the functions to be filled, the
decisions to be made, and the information they
will receive.

The participants are divided into management
teams, and after the briefing, the various teams
meet to develop an organization, set objectives,
and decide upon policies and procedures. In a
typical game; involving perhaps forty to fifty

_*Management Games, by Joel M. Kibbee, Clifford J.
Craft, and Burt Nanus, soon to be published by
the Reinhold Publishing Company.

executives, there might be six teams each with
seven or eight members.

Games are played in "periods," with a period,
depending on the particular game, being a sim-
ulated day, week, month, quarter or year. The
Univac Marketing Game takes place in months. The
participants are given operating statements for
December and begin by making decisions for Jan-
uary. In addition to the operating statements
they are also provided with a case history, sales
forecast, and data on material and operating
costs, production facilities, and shipping times.

The decisions for January are processed by
the computer and operating reports are produced,
and are returned to the participants. Decisions
are now made for February, and so forth, perhaps
for one simulated year. In a typical play the
companies have a half-hour in which to make deci-
sions, and reports are returned about ten minutes
after the decisions have been submitted.

In the Univac Marketing Game, each company
manufactures one product and markets it in three
different regions, East, West, and South. All
companies are competing in the same consumer
market. The managers set price, spend money on
advertising, hire or fire salesmen, set the
salesmen's compensation rate, set production level,
engage in special market research projects, etc.
The total market is shared among the companies
according to their pricing and advertising pol-
icies, according to the number of salesmen and
their degree of training, and so forth. The op-
erating reports show the sales obtained, the net
profit achieved, inventory on hand, etc. The re-
port also shows the number of salesmen on handj
companies can pirate experienced salesmen away
from one another.

Each management attempts to achieve the
largest possible accumulated net profit, and a
"winner" might be proclaimed. This is usually
discouraged, however, as good performance in a
management game as in real business, depends on
many factors such as return on investment, share
of market, personnel policy, and numerous others
that contribute to success. At the end of the
game play, a discussion session takes place.

This "critique" is held to focus attention on the



lessons which were to be taught, and it gives the
participants the opportunity to review their per-
formance, discuss management principles with
other members of the group, and receive feedback
from the game administrator and other observers.

Existing management games vary widely in the
types of models used. The original A.M.A. Game,
and similar games developed by IBM, UCLA, Pills=-
bury and other organizations, are concerned with
general management. The Carnegie Tech Management
Game is based on the detergent industry. Other
games exist for banking, petroleum, telephone ex-
changes, insurance companies and super markets.
Some games concentrate on a particular management
function, such as marketing, materials management
or manufacturing. There is a game concerned with
the management of a gas station, and three dif-
ferent existing games are based on an auto dealer
model. The military have, of course, been playing
war games for many centuries, and they are now
utilizing computers for this purpose.

Most games are played by one or more manage=-
ment teams, where a team might be made up of any-
where from one to twenty executives. Since most
games contain some obvious measure of performance
there is always a "rivalry" between teams. There
may or may not be a direct "interaction." 1In a
marketing game various teams may be in competi-
tion for a common market, and the action of one
team, say price of its product, will affect all
other teams. In an inventory control game, on
the other hand, each team is attempting to achieve
the best performance beginning from the same con-
ditions. A game with interaction is like tennis,
a game without interaction is like golf. Both
such games engender rivalry.

The word "competitive" has often been used in
the classification of games, usually as synonymous
with interaction. There is, however, an economic
meaning for "competition," namely, competing for a
share of a common market. A marketing game would
include competition, but such competition can be
either of an interactive form, with the compet-
itors being other participating teams, or a non-
interactive form, in which the economic competi-
tion is built into the model itself.

Games also differ as to the level of manage-
ment for which they are intended. They differ
widely as to the complexity of the model. Some
are meant to be played quickly, others require
considerable analysis. In general, then, a
management game is a dynamic case history in which
the participants, faced with a simulated business
situation, make decisions, and are fed back re-
ports based upon these decisions.

Manual and Computer Games

Management games, like the business situation
they simulate, require that information be proc-
essed and calculations made. The extent of the
computations depend on the particular game, and
may require anything from a pencil to a large

computer. This has given rise to an obvious
classification into manual games and computer
games. Computers are used for management games
for the same reasons they are used in any busi-
ness application, primarily to perform computa-
tions speedily, accurately, and automatically.
Computer games can also be more flexible, as will
be discussed more fully below.

Some rather odd advantages have been attrib-
uted to manual games. It has been stated, for
example, that manual games can be made very
simple and easy to play. Obviously a computer
game can be made just as simple, though there is
a temptation to use the full capacity of the
computer with a resultant complexity that is not
needed to satisfy the educational objectives.
Similarly, one published statement claims that an
advantage of manual games is less time pressure
on the participants. Just because the computa-
tions are made rapidly does not mean that the
participants must make their decisions quickly.
Manual games do have advantages. They usually
cost less initially, do not require spscial
facilities, and can be scheduled as desired.
Good design is required to keep down the number
of clerks and administrators needed. There are
so many advantages to computer games, however,
that, at least for this author, they seem well
worth the development and operating costs.

Since games vary widely in complexity, it is
not possible to state how much computer time or
programming is generally involved. However,
several moderately complex games which the author
helped develop, and which were designed for a one
or two day management exercise, involve something
of the order of 3,000 to 5,000 instructions, and
took from three to nine man-months to program.
The total development cost of a game includes
more than programming, however. More or less
time can be spent on the creation of the model,
consulting fees can be required, as well as the
cost of materials and test plays. Most often
the programmer is involved in the development of
the model as well as the computer coding. These
moderately complex games are usually designed for
a one day management exercise and might involve
five to eight hours of computer time, although
the computer might actually be used only part of
the time and be free for other processing between
game periods. As an example, a play of the
Univac Marketing Management Simulation, lasting
for perhaps eight to ten simulated months, and
accommodating about fifty executives, might cost
$300 to $500 for computing time. The cost is
about the same if the game is played discontin-
uously using a Univac Service Center. However, a
group playing a game might also have non-computer
expenses for special facilities, materials or
staff.

It is not necessary to have a computer on
the premises to conduct a management game. Re-
cently, five different cities in the Midwest
simultaneously played the Univac Marketing Game
through the use of leased telephone lines. Of



more interest, however, is what we call the "dis-
continuous" mode of play. Decisions are made
perhaps once a week and mailed to a service center
and the reports are mailed back. This enables the
game to be played without infringing upon regular
production time since the game can be run at any
odd 15 minutes at the convenience of the center.
Many educational, industrial and professional
organizations are at this moment engaged in dis-
continuous plays of management games.

Management Games And Computer Personnel

Because of the widespread use of management
games, and their ever increasing growth, it is
likely that most computer installations will at
one time or another find themselves involved in
running a game session. Several computer man-
ufacturers have developed management games and
happily supply the programs to their users. Most
computer games developed by other business or ed-
ucational organizations are also available.
Directors of Training or of Management Development
are now generally interested in this new tool and
will probably be getting in touch with the manager
of the computer installation if they have not al-
ready done so.

The computer installation may also be called
upon to help develop and program a new management
game. Irrespective of their interest in education,
computer personnel will find that management games
can provide an excellent orientation to data proc-
essing for top management. It is sometimes dif-
ficult to get a company president to watch a pay-
roll demonstration, or a matrix being inverted,
but, as personal experience has shown, he can be-
come very much interested in the computer as a re-
sult of his involvement in a management game.

The data processing manager might consider
the use of management games for training per-
sonnel within his own department. A game called
SMART for systems and procedures managers was de-
veloped a few years ago, and the System Develop-
ment Corporation developed a game called STEP for
use in training programming supervisors.

The Educational Advantages Of Management Games

Very little research has been done on the
validity of management games as an educational
tool, but a similar statement can probably be
made about most educational techniques now in use.
The most striking thing akout a management game is
the involvement on the part of the participants.
One is continually impressed with the way in
which executives will work "after hours" in plan-
ning the operations for their simulated companies,
and it is generally necessary to bring in sand-
wiches and coffee rather than to attempt to in-
terrupt the play for a luncheon or dinner. Mo-
tivation is an important aspect of learning, and
management gémes are sometimes used at the start
of a course or seminar merely to stimulate
"students" towards a greater receptivity for
lectures or other types of training that will
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follow.

Management games are superior to other ed-
ucational techniques for demonstrating the impor-
tance of planned, critically timed decisions; the

- necessity of flexible organized effort; and the

significance of reaching a dynamic balance be-
tween interacting managerial functions. They can
also demonstrate the need for decision-assisting
tools, such as forecasts, control charts and
budgets. They can demonstrate to management the
power of a scientific approach to decision making.

Management games are educational tools, and
to be effective should be used along with other
techniques as part of an overall course or seminar.
The briefing and the critique are as important as
the actual play. Furthermore, most game sessions
involve many "incidents" which are not actually
part of the computer model. The participants
might be asked to formulate a personnel policy, or
to submit special reports. Job rotation, promo-
tions, appraisals, and so forth can all be made
part of the exercise. Much of the activity that
takes place -- in organizing, planning, commu-
nicating and controlling -- is in addition to the
numerical decisions which are submitted to the
computer. Management games continue to be dem-
onstrated for a variety of reasons, but a dem-
onstration is not a course, and a participant
should not form his opinion as to their educa-
tional merit from a few hours engaged in a dem-
onstration play.

Building A Management Game

Management games are constructed for educa-
tional purposes, and their construction is prem-
ised on a set of educational objectives. Working
from the objectives, a model which simulates a
business situation is constructed. One of the
most important constraints on the model is a need
for simplicity.

A game must be simple to play. This does
not mean that it needs to be easy to make good
decisions, but the participants should not have
to devote considerable time and energy to learning
the rules. It requires skill and experience to
abstract from the real world those elements of
major importance so that a playable game will re-
sult. It is here that a programmer must work
closely with the team that is building a game,
and vice versa, the team should get the programmer
into the act as early as possible. Skillful pro-
gramming can do much to simplify the mechanics of
play for the participants. A good program facil-
itates the manner in which the players submit their
decisions, and attempts to set up procedures which
will keep clerical errors to a minimum, and even
possibly have the computer edit the decisions for
obvious errors.

In the Univac Manufacturing Game, for ex-
ample, there are quite a few shipping decisions.
Suppose a company decides to ship 100 Clanks to
the Western Region, and 100 Clanks to the Eastern



Region, but only has 160 Clanks on hand. The
computer automatically interprets the decision as
a desire to ship equally to both regions and 80
are sent, with no interruption in the game ses-
sion. Similarly in games which have a limited
cash on hand, the computer can issue emergency
loans at some interest rate to accommodate an
error on the part of the participants in spend-
ing too much money.

In some games, it is only necessary for the
participants to circle code numbers on a deci-
sion form, rather than write out quantities with
possible errors in the number of trailing zeros.
The object of games is seldom to teach the
participants to be less careless in their cler-
ical tasks, and a good computer program can do
much to eliminate clerical chores entirely so
that the teams can concentrate on their decision
problems.

While in university courses, and often in
military games, the time spent on the game ses-
sion might be lengthy, in most business applica-
tions only a day or so of a course or seminar can
be devoted to the game exercise and simplicity
for the participant is extremely important. This
is one of the main constraints on the model, and
even more on the computer program.

Experience has shown that the mathematical
model used in management games can be extremely
simple. One may begin with a curve, perhaps re-
lating a demand to advertising expenditure,
which is defined by a table of fifteen points.
Later it is found that if only five points are
used, the play from the standpoint of the
participants is identical, and the author has
actually used games in which all relationships
are linear =-- though there are many interacting
ones -- without any apparent difference in the
training experience. In the usually short time
a company has to make its decisions, the mere
fact that demand might depend on six or seven
marketing decisions presents adequate complexity
without the use of complex curves.

From the standpoint of the computer computa-
tions, it is not usually important whether a more
or less complex curve is used, though extreme
mathematical complexity could lengthen the com-
putation time even in a large computer. However,
throughout the complete model a surprisingly
amount of simplification can be introduced with-
out violating the educational objectives.
Simplicity is important for the gems administra-
tor as well as the participants, since it should
not be necessary to have a large staff to conduct
game sessions.

As one continues to emphasize simplicity,the
question of realism always arises. Some games
are used to teach a specific skill or technique,
perhaps production planning and control. In such
cases a realistic and adequately complex model
might be necessary. But most management games
are used to teach general principles, for instance

the importance of planniné and control rather
than the specific relationship between inventory
carrying costs and stockout costs. For such
games verisimilitude and not realism is the most
important attribute.

Verisimilitude is the appearance of reality.
It is as important in management games as in the
theater. As long as the relationship between
price and demand, for example, seems similar to
what goes on in the real world, and sufficiently
engrosses the participant in the exercise, it is
not important that the actual curve used, assum-
ing even that it was known, is identical with
that obtained from a detailed study of real data.
Usually one is attempting to train a manager in,
for example, marketing principles, and not the
way in which a particular product with which he
is concerned will behave in the real market.

The word "Management Game" has generally
been used with a training implication, and the
term "Simulation" used when the object is to
solve a problem, or actually guide management
decision making. Under this terminology a
simulation model must have vatidity, in the
sense of an ability to predict the future, if it
is to be of value; the management game model,
used for training, must more often stand the
test of verisimilitude. In fact, it is possible
that an over concern with realism can produce a
game that is too complex, too difficult to play,
and can actually destroy verisimilitude, and the
involvement on the part of the participants
which is so important.

The programmer working together with a
team that is constructing a management game can
do much in the cause of simplicity and verisimil-
itude. It is this very ability which makes
computer games, in general superior to manual
games. The reports returned to the participants
can resemble the actual reports which they
obtain in everyday life. Furthermore, there is
essentially no limit to the amount of special in-
formation that can be provided to simplify the
role of the participant. Thus, a report can give
total costs, unit costs, and percentages. It can
provide a variety of research type information
and statistics. Little of this is usually pos-
sible in a manual game. The American Management
Association's Top Management Decision Making
Simulation permits management to engage in
market research studies, at a suitable cost,
which will provide them with the answer to
questions concerning the number of orders for a

.product that might have been received had a dif-

ferent price been set. From the computer stand-
point, it is only necessary to loop through the
same set of computations using the research
price rather than the actual price.

A good computer program can also simplify
the task of the game administrator. In the
American Management Association's General Manage-
ment Simulation, it is possible during the play
to develop additional products through a program



of research and-development. When a product has
been developed the staff sends a pre-printed
letter to the company informing them of this.
However, the computer program has been arranged
so that a special report to the administrator is
prepared each period, and the computer itself, on
this report, informs the administrator when to
send out a particular letter. This same report,
incidentally, informs the administrator about
various aspects of the company's performance so
that he is better able to control the session,
and to provide feedback at the critique.

There are many ways in which the relation-
ship between quantities can be introduced into
the model., The most common approach is to use a
mathematical function; this itself may take the
form of a graph, a table, or an algebraic expres-
sion. Another approach is the use of judges.
There might be one or more "expert" judges who
make a subjective evaluation of the effect of
particular policies. Such a judge should not be
confused with a clerk, sometimes called a judge,
umpire or referee, who, in a manual game, merely
performs the arithmetic computations according to
pre-arranged formulas. This is the function of
the "computer," whether it be a man or a machine.
The "expert" judge is a person with specific
knowledge and experience, who arrives at a
subjective evaluation of the decisions, hopefully
without bias towards the particular participants.

The judges themselves may be a group of
participants, and can be considered to be one
of the playing teams. One might have five
competing companies in a general management game,
together with two teams of.competing bankers who
may invest money in the various companies. A
model may use various combinations of equations,
judges, etc., and in the example just cited only
the capitalization aspect is relegated to judges.
In some games only certain non-quantifiable
factors may be left to observers who can directly
influence company performance in the role of
judges.

In one game based on a real product, the
judges consisted of several members of top
management, and their own deliberations and
arguments as to the evaluation to be placed on
the various marketing policies being exhibited by
the teams playing the game proved to be, in their
own opinion, an extremely valuable educational
experience., At the other extreme, one might use
judges who did not even know that a game was
being played. For example, marketing policies
together with advertising copy could be presented
to an external group of simulated "customers,"
for their own preference in the products being
offered.

A very objective and unbiased manner for in-
corporating the necessary relationships in a
model is by the use of bidding techniques. For
example, each company might submit a closed bid
as to how many units they could supply at a
particular price, and the demand would be awarded

on the basis of lowest price. Similarly, raw
material could be offered to the highest bidder,
and the cost would then not be based on a
specific value built into the model. Bidding
techniques have been highly successful in many
games. A particularly good example is the
"Management Business Game" produced by the
Avalon Hill Company, an excellent "parlor" game
that can have serious uses. ‘

Parameters

The mathematical meaning of parameter
applies mainly to the constants used in the
algebraic relationships between quantities, but
for games it is convenient to extend this con-
cept to all constants. For instance, the cost
of carrying inventory in a game might be a
function of the opening value of the inventory
A and the closing value of inventory B, namely,
.05 (rA + sB). The .05 is also a parameter,
but it has been given a specific value for this
illustration. If we set r =1 and s = 0, we
have a cost dependent only on opening values.

We might prefer to set r = 4 and s = % , which is
slightly more realistic. Thus, we are changing
the nature of the model by our choice for r and
s. Similarly, the cost of raw material is a
parameter which may be changed for different

game plays. The inclusion or omission of certain
factors can be controlled by parameters acting

as switches. Whether or not certain informa-
tion is to be included on the report can be con-
trolled by a parameter which can take on the
values of O or 1. In well-designed computer
games, extensive tables of such parameters are
used, and in this way seemingly different games
can arise from the same model by the choice of

a particular parameter set.

One normally attempts to compute in advance
the parameter values that will be used in a
particular game, but this is usually foldowed by
actual parameter studies once the program has
been checked out, and, of greater importance,
by numerous test plays. There is always a range
of feasible parameter values, and the particular
set to be used in a particular game session will
depend on the game administrator. A game should
be packaged with many such sets (and they may be
labeled "highly stable somewhat price insensitive
industrial product" or "highly competitive very
price sensitive consumer product" and so forth.)
Thus a single game program can be used for dif-
ferent games, and ideally one can imagine one
large model with sufficient parameters to allow
it to be adopted to a variety of industries and
situations.

Extreme Values And Limits

Like any good program the game program must
be prepared to handle any decisions, no matter
how ridiculous or extreme. Many a program has
"hung up" during a game session because the
game designers were convinced that only a
particular range of decisions might rationally be



made. Not only must the program handle extreme
decisions, but a rational result must be obtained.
For example, a product might be priced somewhere
around $10.00, but the program should be ready to
accept prices from $0 to $999999999 or whatever
the upper limit is that is imposed by the input
design. At some suitably high price the demand
will go to zero, but it must remain there, and

a curve must not be used that departs from zero
again above $999 just because one does not expect
such a decision to be made. It must also be de-
cided what the demand will be if a price of $0 is
set, even though the company that makes it will
be losing money on every item sold.

The American Management Association’s
General Management Simulation is immune to partic-
ipants who might take extreme decisions. It is
possible for a company to fire all of its workers,
close down plants, etc. The program not only
will handle this, but will change its overhead
cost distribution procedure accordingly! As in
any computer program, the programmer must be pre-
pared to have any quantity, unless limited by in-
put format (though that is just another method
under his control) take on any value from minus
infinity to plus infinity.

The Future Of Management Games

Management Games are only a few years old,
but one can already look back with fondness on
their infancy, and look ahead with confidence to
their maturity. Like most babies, the first few
games were very much alike; they usually modeled
the marketing or manufacturing of a durable good
and were slanted at higher management. Today
new games, like new teen-age singers, are
arriving on the scene with increasing rapidity.

Management games have been used primarily as
an educational tool. Their use in training is in-
creasing and will increase, and will also spread
well beyond the area qualified by the word
"management." In addition, they will undoubtedly
have considerable application in research,
problem solving, personnel testing, and as a
direct aid to management decision making.

There are still no management games for
mining companies, the fishing industry, or the
mink farm. The entertainment field -- TV,
publishing, motion picture studios -- need
management as well as "talent." Government --
city, state or national -~ provides a large area
of application of management games for training.
Labor unions, universities and professional
associations also have managers. It is fairly
easy to write down hundreds of training situa-
tions which could well use this new educational
tool. And perhaps somebody ought to build a
game to teach people how to build a game.

Games completely different from those now in
use can be expected. A super-game could be con-
structed which included manufacturing companies,
financial institutions, service organizations,

suppliers of raw material, and even a couple of
management consulting firms. Management games
are having extensive use in management education,
but there is probably an even greater need for
new tools in supervisory training.

Psychologists and sociologists have long
used humans, as well as animals, to study human
behavior. Much work has been done with small
task performing groups. The computer opens the
possibility of new uses of simulation in the
life sciences, and one can expect an increase
in the number of laboratories now doing such re-
search. Management games can also be expected to
play an important role in economic research.

While the simple manual management game has
a purpose, and is extremely useful in many
training situations, one can safely predict an
increasing use of computers in the management
game area. This paper was presented because of
increasing importance of management games to
computer people. It is hoped that the interested
reader will read elsewhere for those more
important aspects of management games related to
their construction, their educational utilization,
etc. And it is also hoped that he will find the
opportunity of playing one -- it is not only fun,
it is educational,
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AN ON-LINE MANAGEMENT SYSTEM
USING ENGLISH LANGUAGE

Andrew Vazsonyi
Ramo-Wooldridge
Canoga Park, Calif.

Summary

The demonstration model of an on-line man-
agement system presented in this paper aims to
provide increased mapagement capability to ex-
ecutives charged with planning and control of
large scale research development and production
programs. The technique is formulated as an
exercise in Decision Gaming and special empha-
sis is laid to the problem of providing capability
for quick and optimum reprogramming of dollars,
manpower, facilities and other resources. The
task of planning and control is structured into
two components, the more routine tasks are as-
signed to the equipment, whereas problems
requiring executive judgment are delegated to
players of the Decision Game. Through the use
of mathematical models and computer routines
the consequences of proposed reprogramming
actions are presented to the players in terms of
financial and manpower requirements, facilities
loading, etc. Through a step by step man-
machine process, optimum programs and the
best utilization of resources is reached. Man-
agement data is retrieved and manipulated on an
on-line basis and all operations of the equipment

are executed through every day English commands.

All data is displayed on cathode ray tubes and
projection screens, including instructions to the
players on how to operate the equipment and how
to play the Decision Game. Input to the equip-
ment is provided through (1) a permanently
labeled keyboard, (2) a blind keyboard that can
be provided with appropriate labels through a set
of plastic overlays. The computer action result-
ing from depressing of keys must be programmed
and is not wired permanently. By providing a set
of independently operated input-output consoles,
connected on-line to the same computer system,
a significant advance in the art of the design of
management systems is provided.

Introduction

The management planning and control technique
described in this presentation has been developed
for certain military and civilian activities with
the purpose of assisting executives in evaluating
and re-programming complex activities. How-
ever, it is believed that the technique is equally
applicable to the planning and control of other
large scale research, development, production
and construction programs.

In order to apply the planning and control tech-
nique to an activity it is necessary to divide the

activity into ''elementary' programming blocks.
The technique requires that first alternate sched-
uling and financial data on each of these planning
blocks be developed. In addition, it is necessary
to formulate explicitly the inter-relationships
between the planning blocks. These relationships
specify the permissible time phasing of the ele-
mentary programming blocks, the associated
dollar and manpower requirements, facilities
requirements and other financial requirements.
The planning and control technique employs a net-
work analysis of the various activities involved
and permits the exploration of a large number of
planning combinations.

The primary purpose of the management
planning and control system is to assist executives
in re-programming., As an illustration, suppose
that plans are compared with progress, a devia-
tion is observed and re-programming of the dif-
ferent activities is required. For instance, it
might be necessary (1) to cancel a program, (2)
to stretch another one out, (3) to accelerate one,
or (4) to decrease or increase production quan-
tities. Another situation when the need for re-
programming arises, when there is a budgetary
change and financial trade-offs between various
programs must be considered. For instance,
executives may want to know that if a particular
deadline is postponed by six months, how many
dollars and what manpower can be made available
to another program, and by how much can this
other program be accelerated.

The actual program analysis and re-program-
ming activity is carried out through the medium
of a Management Decision Game.

Brief Description of Decision Gaming Technique

The Decision Game is to be played in three
steps. As a first step the players of the Decision
Game gather in the Control Room where the Game
is to be played and where the various information
displays can be retrieved with the aid of the com-
puter system. The displays present all the im-
portant planning factors relating to the activities
to be re-programmed. The time phasing of
various missions, deadlines and goals, and the
associated loading of various facilities can all be
displayed. The associated financial information
can also be shown with sufficient detail so that
financial consequences of re-programming de-
cisions can be made. Provisions are made to
retrieve further back-up information when re-
quested, from a file of status of progress and
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alternatives.

As a first step of re-programming a compre-
hensive analysis of the status of the programs is
carried out. The computer system is provided
with the capability of furnishing status informa-
tion on a real-time basis and in everyday English,
Information related to all matters pertaining to
the progress of various programs is displayed in
cathode-ray tubes or in projection screen. After
this status analysis is completed, the players
have adequate information to perform the second
step of the Game.

This second step of the Game consists of mak-
ing a ""move''. Such a "move'' may involve a time
shift of some of the deadlines, milestones or
goals and/or a change in the delivery quantities
involved in the program. As suggestions for re-
programming '"moves'' are made, the proposed
changes are put into the computer system through
the use of an appropriate keyboard and Communi-
cation Display Tube. At the direction of the
operator the computer and associated equipment
takes over and the third step of the Game, that
is the re-programming computations, are
carried out.

This third step of the Decision Game is exe-
cuted by the computer in accordance with mathe-
matical models and associated computer routines
stored in its memory. Within a time span of
seconds the computer prepares a new program,
including all the new deadlines the new phasing
of sub-programs, facilities loading, manpower
and financial implications. When the computer
finishes the computations, the data is presented
to the players through cathode -ray tubes and/or
slide projections. By examining the various
displays and by retrieving more detailed informa-
tion, the players can evaluate whether the sug-
gested solution to the re-programming problem
is satisfactory.

In most situations the first suggested program
will result in conditions that are not acceptable
to the players of the Game. Therefore, after
considering the results of the ''move' and dis-
cussing further implications of the data, a new
proposal for re-programming will emerge and a
new cycle of the Decision Game will be entered
upon. By a series of steps it is possible to
develop a final program that is acceptable to the
players.

At the termination of the gaming exercise all
the implications of the final program are recom-
puted with greater accuracy. It is not expected
that this re-computation will result in major
changes, but only that the re-computation will
provide an accurate, acceptable and detailed plan.

All communications between man and machine
are performed in a real-time manner and in

everyday English.

The File of Status and Alternatives

The Gaming Technique described here allows

the examination of a panorama of alternatives.
The analysis can be performed only if-in the mem-
ory of the computer, techniques for examining
many alternate possibilities are stored and pro-
grammed., It is recognized that it is impossible
to store all the possible alternatives and there-
fore, a method to study alternatives must be
provided. The analysis is made possible by the
application of mathematical modeling techniques
and by the storage of certain basic system param-
eters. The mathematical model uses the elemen-
tary programming activities as basic building
blocks and relates these activities to each other
through mathematical relationships. For instance,
alternate ways to accomplish a basic program-
ming block can be associated with various esti-
mates of completion dates and costs. The
mathematical model summarizes the relation-
ships, and also relates the different activities to
each other through equations and inequalities.
Manpower and financial requirements appear as
dependent variables, whereas the time phasing

of the various activities as independent variables.

In order to avoid the necessity of manipulating
a large number of parameters, sub-optimizing
techniques are introduced. For instance, it might
be required that certain types of sub-programs
be accomplished at a minimum cost and this policy
can be embodied in a system of equations through
mathematical programming techniques. By such
relationships, the majority of the variables of
the system can be made to depend on a few con-
trol variables. With the aid of mathematical
models and sub-optimization techniques it becomes
possible for the players to manipulate only a few
of the major variables and still examine a large
number of alternate plans.

Equipment Requirements

There is no equipment on the shelf today that
can carry out in all its details the management
planning and control technique described here.
However, there is equipment available, which
with minor modifications would possess the capa-
bility required. A detailed study of the Ramo-
Wooldridge Polymorphic Computer System and
Display Analysis Console, for instance, shows
that essentially all the required features could be
made available in a short time. This computer
system has been described elsewhere,and in this
discussion equipment details will not be included.

Decision Gaming

Detailed Description of Decision Gaming System

The fundamental concepts underlying the
Decision Game are shown pictorially in a simpli-
fied form in Figure 1. Three displays enable
the players to communicate with the computer,
The first of these is a visual representation of the
time phasing of all the important missions and
goals, The information on this display is
schematically represented in the upper part of
Figure 1 and is to be displayed in the '"Program
Network Tube' of Figure 2 (projection capability



can be provided if desired so that a group of par-
ticipants can analyze the data). Sufficient details
will be shown so that all milestones of importance
are displayed, but the data will not be so detailed
as to confuse the players. As the Game starts,
various questions will arise which will not be im-
mediately answerable by the displayed material.
To meet this condition, back-up displays will be
stored which can be retrieved by the players as
requested. By this technique, it will be possible
for the players to go into any degree of detail in
the time phasing of the missions and goals without
making the presentation too cumbersome or con-
fusing.

A part of the display on the "Program Network
Tube'' is the visual representation of the utiliza-
tion and loading of the different facilities associ-
ated with the programs considered. This display
is shown by the third item from the top in Figure
i. All the previous comments made in connection
with the visual representation of Programs A and
B apply for the Facilities Loading displays, too.
Sufficient detail will be given so that the player
can appraise the state and progress of various
programs, and again sufficient back-up informa-
tion will be available through retrieval.

The second display refers to dollars, costs,
manpower, and other resources. These are
represented graphically in the lower part of Fig-
ure 1 and are to be displayed on the ""Resources
Requirements Tube' of Figure 2, The dollar and
manpower profiles as they unfold in time will be
represented in sufficient detail so that all the im-
portant information for the players will be fur-
nished. In addition, when it is required, the
players will be furnished with hard copies of
printed financial information.

The display capability so far described fur-
nishes the players of the Game with such pertinent
information as past history, status, and future
projections of programs. Particular emphasis is
placed on the preparation of this information in
such a form that organizational structure and
responsibilities are directly tied in to the infor-
mation displayed.

The lower right corner of Figure 2 shows the
""Man Machine Communication Display!''. This is
the tube that offers choices of instructions to the
player in plain English. This tube is used mostly
for non-standard type of instruction to the player,
as ordinary instructions (say: ""Machine Is Busy")
are provided through the illumination of status
lights.

So far we have described the display systems
and the type of information stored. We are now
ready to proceed to the description of how the
Decision Game is to be played. In order*to be
able to speak in more specific terms, we take
the hypothetical problem of a new requirement,
that a particular mission is to be accomplished
one year ahead of schedule. This new require-
ment requires the acceleration of a major pro-
gram and a reorientation of the resources
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available,

When such a problem arises, various discus-
sions take place at different managerial levels.
We do not propose that the Decision Game is to
replace these conferences. However, after a
preliminary consideration of the problem the
appropriate management group gathers in the con-
trol room to play the Decision Game. By a step
by step procedure, they evaluate, modify and
sharpen the preliminary ideas that have risen in
connection with this problem of advancing the
completion date of a major mission.

When the group meets the first time in the
control room, the players begin by retrieving a
number of different displays to update and verify
their knowledge of the status programs. Such a
review consists of inspecting the principal displays
associated with the problem and of retrieving
various back-up information., After such a pre-
liminary discussion, a proposed first solution to
the reprogramming problem is suggested and in-
formation defining the proposed change is key-
punched into the computer.

At the instruction of the players the computer
begins to carry out the routine associated with the
particular reprogramming problem introduced.
The computer consults the Data and Program
Reservoir containing the file of status and alter -
natives shown on the lower left-hand side in
Figure 2, and on the basis of stored information
and routines, computes dollar and manpower
requirements. In addition, facilities requirements
and loading are checked and computations are
made to determine whether the desired accelera-
tion is feasible at all,

As the computer proceeds through its routine,
it might find that the proposed acceleration is
impossible or impractical. It is possible that
even if all projects are put on a crash basis the
mission could not be accomplished within an
acceptable date., It may be that for instance man-
power is not available, even if more shifts are
employed. Under such conditions, the computer
will indicate that the plan is not feasible and it
will display on the '""Communication Display Tube'
a warning signal, which shows in detail why the
proposed solution to the reprogramming problem
is not feasible.

At this point, a group discussion follows to
determine whether by a higher order of decision
a solution could be found. For instance, it might
be decided that another facility can be built or
made available, or that another contractor can be
called in. Information available to the decision
maker will not always be programmed into the
computer and, consequently, feasibility indicated
by the computer will occasionally be considered
as tentative.

If, indeed, a need for such a new alternative
way of proceeding with the problem exists, this
information must be put into quantitative form and
fed into the machine. On the other hand, if the



computer indicates general feasibility, then the
players can immediately proceed to further eval-
uation of the proposed program.

When the program modification is feasible, the
players are primarily concerned with resource
requirements and with dollar and manpower pro-
files associated with the program. It is very
likely that the first solution proposed will not be
acceptable from the point of view of budgetary
considerations. It is likely that the costs at cer-
tain phases of the program will be beyond possible
funding, and perhaps at some other times there
will be an indication of surplus funds. This, then,
is the point where the players reconsider the
time phasing of the mission and goals and propose
an alternative. When the players agree on the
next trial of the program phasing, information is
fed into the computer and the computer proceeds
with computations to prepare a new program.
Again, the computer first explores feasibility and
then proceeds to the detailed generation of the
resource requirements.

It is seen that through a step by step process
of deliberation, discussion and computer routines,
the players will reach better and better solutions
to the reprogramming problem. It is envisioned
that programming computations will be carried
out first by a '"quick and dirty' method and then
by a more accurate routine. This will allow the
players to explore tentative alternatives rapidly
and there will be no unnecessary delay in waiting
for accurate computations which would not be
utilized in actual program plans. The computer

-will carry out accurate computations either

automatically (when computing time is available)
or at the special direction of the player. This
approach allows the decision makers to make
rapid changes and explore and evaluate dozens of
different program proposals. As the Decision
Game progresses, more and more satisfactory
solutions to the reprogramming problem will be
found. Towards the terminal phase of the gaming
exercise, the players may desire highly accurate
estimates of the various program details, If

this is so, it may be necessary to direct the
computer to carry out more accurate special
program computations, and it may then be neces-
sary for the players to wait for a longer period of
time to get the phasing of programs and the
resource requirements. Finally, the computer
is directed to develop and print a definitive pro-
gram which will be used as a planning document.
Computation of such a program may require hours,
and consultation with other agencies and
contractors.

So far, we have given only an outline of how
the Decision Game is to be played and described
only those phenomena that will be observed by
the players. Now we proceed to take a look in-
side the equipment and see how the various
logical steps, routines and computations are
carried out.

Illustration of Reprogramming Computations

The basic principle in carrying out reprogram-
ming operations is to provide the computer with
data on possible alternatives and also with the
myriads of details on how these alternatives can
be combined into programs. The computer can be
programmed to go through a large number of cal-
culations in an efficient fashion, and therefore
alternate programs can be generated by the com-
puter in a matter of seconds. In order to illus-
trate the techniques, we will describe an extremely
simple but still significant reprogramming prdblem.

Figure 3 is a chart showing six different jobs
and the time phasing of the start and completion
dates of each of these jobs. In this simplified
programming Game, we are concerned only with
the monthly dollar expenditures which are shown
in the bottom of Figure 3. Suppose the player
desires (1) to accelerate by two months the ac-
complishment of Goal B (that is the terminal dates
of Job No. 3 and 5); (2) to accelerate by three
months the final completion of the mission, that
is of Goal A; (3) leave all other goals unchanged.
The computer is to determine whether such an
acceleration in the program is feasible, and what
kind of dollar expenditures would be associated
with this accelerated program.

As this reprogramming information is keyed
into the machine, the machine examines all jobs
to see which is immediately affected by the accel-
eration of Goals A and B. The computer selects
Jobs 3, 5 and 6 and evaluates the possibility of
accelerating those three jobs. It finds that the
time span of Jobs 3 and 5 are to be compressed
by two months and of Job 6 by one month.

At this point, the computer seeks information
on alternative ways of accomplishing Jobs 3, 5,
and 6. As the computer consults the file of alter-
natives, it finds for each job the time-cost rela-
tionship shown in Figure 4. The horizontal axis
shows alternative time spans allowed for the job,
the vertical axis shows the total dollars that must
be expended, if the job is to be accomplished in
the time specified. It is seen, for instance, that
a crash program--doing the job in the shortest
possible time--requires more total funds than a
more orderly and efficient execution of the task.
In the case of a stretch-out, due to overhead and
some other supporting activities, the total cost of
the job would also increase. The computer also
finds how these dollars would be expended in time.
(Dotted lines in Figure 4.) The file of alternatives
has curves of this type for each of the jobs and
therefore the computer can establish that the jobs
can indeed be accelerated to the desired time span,
but that a higher expenditure of funds is required.
Using this information, the computer can replace
the previous budgets for Jobs 3, 5, and 6 with the
new budgets and determine a new dollar profile
associated with the accelerated program. We see
that when the computer reprograms, it first pro-
ceeds through these computational steps and then
transmits the information to the display devices.
The player can visually observe the required



funding associated with the accelerated program.

We recognize that in a real problem we would
deal with a much more complicated set of rou-
tines. Manpower profiles would have to be com-~
puted, facilities loadings would have to be checked,
many other items of information on compatibility
would have to be considered. In the case of pro-
totype production, or in other tasks where quan-
tities are involved, relationships dealing with
""quantity made' would have to be included in the
analysis. However, basically, these considera-
tions would only complicate (admittedly by a
great extent) the routines that the computer would
have to go through, but, conceptually, reality
would not add significant new difficulties to the
method of solution.

The time cost relationships as shown in Figure
4 form the basis of the file of alternatives that a
computer has to consult. As we already men-
tioned, there are types of problems where more
complex mathematical models form the building
blocks for the file of alternatives. However, for
purposes of our discussion, we will concentrate
on the concept of time-~cost relationships and we
will show how such relationships can be generated.
We will show how the basic input data is to be
obtained and how these data can be built into the
appropriate files for representing various alter-
natives that the programming task may require.

Concept of Alternatives

Let us reiterate the type of information we
seek. The player moves some of the gaming goals
in time and certain jobs must be performed with-
in the time limits indicated by the player. We
need to find a way to determine the dollar require-
ments associated with the various alternatives.

Let us begin by considering a relatively simple
job or task. Suppose that there is a single man-
ager in charge, and let us assume that this man-
ager has a good grasp of all the details involved
of this particular task. The manager does his
own planning with paper and pencil and by discus-
sions with his associates. We ask him to deter-
mine how much would it cost to perform this job
in an "orderly' fashion. After studying the prob-
lem, he estimates manpower, material, overhead
and dollar requirements. In Figure 5, the finan-
cial information is shown in a graphical form. In
the horizontal axis we show the time allowed to
complete the task; on the vertical axis, we show
the associated effort (say dollars per week) re-
quired. ''Orderly' performance of the task is
represented by the '"most efficient' point in the
chart. We also ask the manager to determine
what it would take to complete the job on a crash
basis. He would need more men, more resources,
he would require a larger effort, but he could com-
plete the job in a shorter time. This crash pro-
gram is shown in our chart in Figure 5 by the
"minimum time'' point. We can also ask him to
determine the minimum level of effort required
to do the job at all. He needs two mechanical
engineers, an electronic expert, a technician, a
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secretary. This establishes his minimum effort
level and gives the '"'minimum effort'' point in
Figure 5. We connect the three points by a curve
and obtain a time-effort relationship and we
assume that we could also operate at intermedi-
ate points on this curve. With the aid of the
curve shown in Figure 5, we can determine

the time-~cost relationship shown in Figure 4.
All we have to do is to multiply the rate of effort
by the time required for the job, to get total
costs.

We see, then, that we have a technique to get
time-cost relationships, at least for relatively
simple jobs, However, if we want to extend
this technique to more complex tasks, we run
into problems. It is difficult or impossible to
find managérs who have all the details of a com-
plex job. Consequently, in order to make cost
estimates, the manager must work with his sub-
ordinates and must combine in a complex fashion
many items of information. This combination of
data is a tedious and difficult job but is precisely
the kind of task that computers can execute with
great efficiency. Therefore, we propose to pre-
pare time-cost curves for complex jobs with the
aid of computers. We will show how, with the
aid of mathematical models and sub-optimization
technique, one can construct time-cost relation-
ships.

Sub -Optimization Considerations

Let us take a simple combination of two jobs
which have to be performed in sequence. Various
alternate time spans are allowed either for Job
No. { or No. 2. This implies a number of com-
binations of ways that the two jobs can be per-
formed. In Figure 6 we show the problem in a
graphic way. Suppose tentatively we select a
certain duration for Job No. 1, and we determine
the associated dollars required with the aid of
the time-cost relationship. In Figure 6 this time-
cost relationship is represented by point A. Now
by starting with this time span, we can assign
different time spans to Job No. 2. A possible
representation for Job No. 2 is point B. It is
seen that we can combine the two time-cost
curves in many different ways. In Figure 7, the
various possible time-cost curves for Job No. 2
are shown by dotted lines. Now we need a policy
to select, out of these many possibilities, the
desirable ones.

Suppose we agree that we want to complete
the two jobs within a given time span, but with
the least amount of money. IL.et us recognize
that when the combined time-span for the two
jobs is specified, still there are many ways to
do the two jobs; out of these many possibilities
there is one that yields the lowest cost. In
Figure 7, these low cost combinations are repre-
sented by the envelope of the dotted curves. We
say then that this envelope, corresponds to our
policy of minimum cost, and this envelope is the
combined time-cost relationship for the two jobs
to be performed. For instance, if we wish to
complete the two jobs at point P in Figure 7, we



draw the vertical line from point P until we reach
the envelope at point Q. This gives the combined
cost of the two jobs. Working backwards from
point Q, we can get point R which represents the
time and cost requirements of Job No. 1.

The policy we used here is to perform the two
jobs with the lowest possible cost. If there is
another policy such as say a constant manpower
requirement or the utilization of a facility, etc.,
each of these policies would have to be program-
med into the computer. The important point,
however, is that even if complex policies are
formulated, due to the high-speed capability of
the computers, consequences of these policies can
be deduced efficiently.

Actually, the computer would not construct the
envelope of the curves, but would solve the appro-
priate mathemagical problem. It is easy to show
that the two jobs are to be combined in such a
fashion that the following equation holds:
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Here on the left-hand side we have the derivatives
of the time -cost relationship for the first task and
on the right-hand side, the derivative relation-
ship for the second task.

The computer would compute these derivatives,
select the appropriate combinations of the tasks
and generate the new time -cost relationships.

In Figure 8, we show a somewhat more compli-
cated problem when a sequence of jobs is to be
performed. Here it can be shown that the follow-
ing equation must hold:

ar; = * (2)
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The meaning of these equations is that the
derivatives of (that is the slopes to) the time-cost
curve must be equated. This procedure can be
observed in Figure 8 by considering the three
upper curves and realizing that the three tangents
shown are all parallel. Another representation of
the same set of equations is shown by the lower
set of curves. These are the derivatives (or
slopes) of the time-cost curves. The correspond-
ing points on the time-cost curves are selected by
taking points on the same vertical level. Again,
this is the type of computation that a computer can
carry out very efficiently.

Another way to describe the technique used here
is to realize that whereas many goals are to be
manipulated during the course of a Decision Game,
some of these goals are not sufficiently important
to be manipulated directly by the players. There-
fore, some ''slave' goals are automatically man-
ipulated by the computer. We can say that placing
of the slave goals is accomplished by an appro-
priate sub-optimization technique. For instance,

in the discussion so far, we sub-optimized by
using least-cost job combinations. As stated
before, some other principle might be involved
in positioning of the slave goals and then other
corresponding sub-optimization principles must
be developed. It is also possible that in some
complex situations, one would have to be satis~
fied by accepting a relatively ''good'’ solution
instead of trying to find a sub-optimum.

In Figure 9, we show a somewhat more com-
plicated problem. Those goals marked with
crosses can be made slave goals by the technique
so far described. However, goals A and B are
interconnected as they have to be completed at
the same time, and therefore this interconnec-
tion must appear somehow in the computational
procedure. What we have to do is to take the
time -cost relationship for the first and second
jobs up to A and B, add the cost of these two jobs
together and construct a single time-cost rela-
tionship. We have to go through the same pro-
cedure for the jobs to be performed after B, and
form a single time-cost relationship. When we
have these two time-cost relationships, we have
reduced our programming problem to the problem
of having two jobs to be performed in sequence.
Now we can use the technique already developed.

In a way we could say that first, we turn into
slave goals those goals which are in series, and
then those which are in parallel. By use of this
principle step by step, we can construct the
necessary time-cost relationships for complex
programs.

In summary, we can say that we get basic data
on relatively simple jobs from managers of
simple projects. Then we formulate the rules of
combining these simple jobs into complex jobs,
and through some method of selecting the most
appropriate combination, we construct combined
time -cost relationships.

Let us, however, recognize that when we deal
with really complex structures, it might not be
possible to put into logical or mathematical form
the policies that yield the most desirable com~
bination. If this be the case, it is necessary to
resort to auxiliary gaming technique to establish
the file of alternatives.

The problem shown in Figure 9 would be solved
now by a group of .xecutives moving goals A and
B and by examining the consequences of these
moves., Here we have to perform the same type
of gaming as we have previously described. In
Figure 10 we show in a schematic form, the
multi-state man-machine gaming system that we
envision here. On the top we show the game that
we have already described and which is to be
played by top executives. On the lower level we
show subsidiary games which would be performed
by middle management personnel. The purpose
of the lower level of gaming is to provide a
planning and control system for middle level
management and to provide the files of alternatives
to top management.



Perhaps the most significant aspect of this
multi-stage gaming technique is that various levels
of management could participate in a most effec-
tive fashion in reprogramming efforts. As prob-
lems develop at lower levels of management,
these are reviewed by middle management and the
implications of changes in program phasing are
incorporated into plans. Even more significant
is that not only single plans are developed, but
alternative possibilities of tackling jobs are con-
sidered. When middle management agrees on
various alternatives, these are placed in the file
of alternatives and thereby these alternatives are
made available to top management. This way top
management is apprised of the most recent and
significant changes in the time phasing of programs
and is provided with a capability of using the best
updated information.

Confidence Factors in Programming and
Scheduling

We have so far attempted to divide the planning
task between equipment and man in a systematic
way. We recognize that a great many logical and
mathematical tasks must be performed in order to
generate program plans, and that many of these
tasks can be performed better by computers than
men. We believe that the capability of computers
surpasses human judgment in one more specific
area, namely in connection with the problem of
estimating the degree of uncertainty associated
with estimates of dates of computations of various
tasks.,

It has been found that human judgment is fairly
good in estimating upper and lower limits of when
a job will be completed, provided the task to be
performed is relatively simple, and provided the
man who makes this judgment is completely famil~
iar with the job to be performed. However, when
people combine the various component estimates
of complex jobs, we find that it is difficult to get
reliable answers.

We show in Figure 11 the problem in a highly
simplified form. Suppose there are three tasks to
be performed in sequence and for each, there is
an uncertainty of the completion date. These un-
certainties are shown in the diagram by the shaded
areas, lower estimates being the optimistic ones
while the higher ones are the more pessimistic
estimates. In the lower part of the diagram we
add the times required for the three jobs together
and also add the uncertainties (three shaded areas)
into a single one. How to measure now the un-
certainty in completing the three jobs ?

The total variability is of course shown by the
sum of the shaded areas. However, it is unlikely
that all three jobs will be completed at the earliest
possible completion date, or conversely, that all
three jobs will take the longest time estimates.
Therefore, we can say that whereas the total vari-
ability is shown by the combined shaded area, the
area does contain some unrealistic completion
dates.
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If we think in terms of a more complex pro-.
gram, our problem becomes more acute. When
there are hundreds of jobs to be performed, it is
impossible for the unaided human brain to form a
composite picture of the probabilities involved.

However, this is a sort of problem-that stat-
isticians have already studied. In Figure 12, we
show a simple example when three different jobs
are to be cascaded. If we estimate probability
distributions of completion dates for each task
and associated standard deviations, then at least
under certain simplified conditions, we can use
the following equation for determining the stand-
ard deviation of the composite probability distri-
bution:

0'2=o‘f+0'§+0'2 (3)
In this equation on the right-hand side are the
squares of the individual standard deviations,
while on the left-hand side is the square of the
composite standard deviation.

So far, we have talked only about a very simple
situation. However, recently some mathematical
studies have been made, on how to combine
probability distributions for complex programs.

It is believed that when these techniques are com-
bined with machine computations, one can obtain
more reliable estimates of completion dates than
is possible today by unaided human judgment.

Weapons Systems Programming and
Control System

(An Illustration)

The United States Air Force controls one of
the largest and most complex research, develop-
ment, production and operational programs in
the world. Management of these programs repre-
sents a formidable task and considerable effort
is devoted to develop new and better management
techniques. One of these management planning
efforts goes under the name of WSPACS, or
Weapons Systems Programming and Control
System. The objective of this system is to pro-
vide the Air Force with a broad planning device
and also to provide techniques of use to both Air
Force and Industry in maintaining control and
surveillance over the expenditures of develop-
ment and production contracts. In order to
demonstrate that a man-machine management
system will furnish the required capability, a
demonstration model has been recently construct-
ed and tested. So far this WSPACS Mod 0 model
has been programmed on a conventional computer,
but here in this discussion we want to explore
the possibility of how such a weapons system
programming and control system could be carried
out within the framework of our on-line manage -
ment system. As a method of presentation we
will use the description of a hypothetical exercise
in reprogramming.

Let us say that at a certain day the planning
staff of the appropriate Air Force organization
is called together and is advised that a change in
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the planning of programs is required. Specifically,
the problem arises from two new requirements.

(1) There is a reduction in next year's fiscal ex-
penditures from $4. 6 billions to $4. 4 billions;

(2) it becomes extremely desirable to accelerate
the Air Force's missile programs.

When this problem of reprogramming is pre-
sented to the staff they gather around the display
console of the computer system and begin an
analysis of the various Air Force programs. The
man-machine system employed is shown in gen-
eral, in Figure 2, the special keyboard overlay to
be used in the reprogramming exercise is shown
in Figure 13. The key labeled ''Start Routine'' is
lit (from under) indicating that this is the key the
operator must depress to start the analysis. As
soon as this key is depressed the following instruc-
tion appears on the Man-Machine Communication
tube:

THIS IS A WSPACS ANALYSIS. CONSULT
YOUR MANUAL BEFORE PROCEEDING. IN
ORDER TO CARRY OUT ANALYSIS DEPRESS:
"PROCEED WITH ROUTINE" KEY.

The operator inspects the keyboard and realizes
that in fact only the '"Proceed with Routine'" key is
lit and that therefore this is the only key he is
permitted to depress. He proceeds to depress
this key.

On the '""Resources Requirements Tube' of Fig-
ure 2, (on the right hand tube) the information
shown in Figure 14 is displayed. The staff ob-
serves the various Air Force programs and asso-
ciated financial information. For each program D
and P, that is design and production and Sys-conn,
or systems connected expenditures are shown. On
the bottom Non-System costs, total Expenditures
and expenditure Limitations are shown. Let us
realize that in this display not all weapon systems
are shown and that financial information is shown
only up to 1965.

However, by inspecting the lower left-hand
portion of the keyboard, we notice that provision
is made to scan tables of information. For in-
stance, if the key '""Right Tube' is depressed and
simultaneously the key labeled by the arrow point-
ing to the left is depressed, then the numbers shown
in the columns in the right-hand tube will shift to
the left and financial information for 1966, 67,
etc., appears., By this means, any limitation on
the horizontal and vertical capacities of the
cathode-ray tubes is overcome.

The staff now analyzes the financial data shown
on the right-hand tube and decides to proceed with
the analysis. They note that the Man-Machine
Communication tube is displaying the following
statement:

YOU MAY SELECT PROGRAM FOR ANALYSIS
ON ALPHA-NUMERIC KEYBOARD.

The operator also notices on the keyboard that
the key '""Operator: Select on Alpha-Numeric Key-
board'" is lit. (This is further verification to the
operator that he is to use the Alpha-Numeric
keyboard.) The staff decides to proceed with an
analysis of the Atlas Program, therefore the
number 1 is key punched on the Alpha-Numeric
keyboard. At this instant on the Man-Machine
Communication tube the following statement
appears:

YOU SELECTED ATILAS FOR ANALYSIS.
YOU MAY INTRODUCE THE FIRST
ALTERNATE IN ATLAS PROGRAM BY
DEPRESSING "PROCEED WITH
ROUTINE".

Simultaneously on the Program Network Tube
(to which we refer to as the left tube), details of
the Atlas program appear. It is noted-that there
are in total 276 units in the program, that there
are 12 units per squadron, that so far 8 units have
been delivered and that there are no active squad-
rons as of today. The authorization of the Atlas
(go-ahead date) was May 1958, and the last de-
livery date is June 1964. The left-hand tube also
shows schedules and expenditures for Atlas. For
instance, in 1961 there are 49 units to be delivered
and 4 squadrons projected. Atlas expenditures
are $65 million for design and production and $316
for systems connected costs. Total non-systems
cost for all programs are $1, 200,000, 000, lead-
ing to a total Air Force expenditure of $4,591,000,-
000. (The new expenditure limitation is
$4, 400, 000, 000.)

Similar data is shown for each fiscal year up
to 1970. We recognize that not all these data can
be put on the tube simultaneously. However, with
the aid of display control keys we have the capa-
bility of scanning these tables up, down, right,
and left.

At this instant the planning staff is studying on
the right-hand tube the financial aspects of all the
weapons systems programs, and on the left-hand
tube details of the Atlas program. With the aid of
a retrieval system not described here, further
information relating to Atlas and other Air Force
programs is displayed and analyzed by the staff.
After considerable exploration and discussion it
is proposed that a trial be made to modify the
Atlas program. The '""Man-Machine Communica-
tion'' tube indicates that such a change can be
carried out by depressing the '""Proceed with
Routine' key.

When this key is depressed the following
instruction appears:



YOU MAY AS FIRST ALTERNATE FOR ATLAS
CHANGE

A. TIAST DELIVERY DATE
B. TOTAL NUMBER OF UNITS IN PROGRAM

OPERATOR: USE ALPHA-NUMERIC KEYBOARD.

The staff decides not to change the number of units
but to require that the last unit be delivered by
January 1963 instead of the original June 1964.

On the Alpha-Numeric Keyboard the letter "A' is
punched, then the date January 1963.

On the Man-Machine Communication tube a
statement appears to verify that this is indeed the
change desired. In addition, on the left-hand tube
under the heading of ""First Alternate'' the pro-
posed last delivery date of January 1963 appears.
The new instruction to the operator indicates that
he can have the Atlas Program recomputed on the
basis of this new delivery by depressing the
"Proceed with Routine' key. However, if he made
a mistake, he can ""Cancel Keyboard Input' or for
that matter he can '"Cancel Last Instruction''

When the '"Proceed with Routine'' key is de-
pressed the computer goes into a complex routine,
based on the mathematical model developed for
WSPACS. ! Units to be delivered, squadrons pro-
jected and all expenditures for the Atlas program
are re-computed on the basis of the proposed last
delivery date of January 1963. In addition new
totals for all Air Force programs are computed.
This new information appears on the left-hand
tube, tabulated under the old rows of information.

Now the staff has the choice of introducing this
proposed change on the right-hand tube into the
complete Air Force program, or make further
Atlas trials. Results of various trials will appear
simultaneously with the original plan on the left
tube. After the staff has experimented with suf-
ficient number of alternatives, they agree on a
single proposed change for the Atlas program.
This change is introduced on the right-hand tube
into the Weapons Systems Program.

Now the staff is ready to proceed to another
weapons system. Without going into the details
of the actual exercise, we state that the go-ahead
date and the last delivery date of certain programs
can be changed. Some programs can be cancelled,
or in others the nambers of units per squadron
can be changed. In certain instances the phasing-
out of weapon systems can be modified. In addi-
tion, it should be pointed out that certain subsidiary
weapons systems programs are automatically
changed as the major programs are changed. For
instance, as the primary weapons systems pro-
grams are changed, the requirements for KC-135
changes, and these changes are introduced auto-
matically into the system. In addition, capability
is given to change the '""Bomber to Tanker'' ratio
and ""Bomber to GAM' ratio. It is seen then that
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as the analysis progresses the various weapons
systems listed on the right tube are scanned and
proposed changes are introduced. Through a
step-by-step process a new weapons systems
program is developed that is within fiscal limita-
tions and meets the requirements imposed by the
accelerated need for missiles,

In an actual demonstration on November 29,
1960, the following changes were made:

A. Accelerated Atlas Program by advancing
the last delivery date from January 1964
to January 1963,

B. Moved the go-ahead date of the Minuteman
from July 1961 to December 1960,

Cancelled the B-58.

D. Speeded up the phase out of the B-47 by
reducing to 70 squadrons in fiscal year
1961, instead of 79 squadrons as
originally planned.

As these changes were introduced, computa-
tions were carried out to show increases in
expenditures for the Atlas and Minuteman Pro-
grams. Savings due to the cancellation of the
B-58 were also computed. In addition, due to
the cancellation of the B-58, reduction occurred
in the quantities of B-58's and GAM's required,
This resulted in savings in the KC-135 and GAM
areas. Finally, the accelerated phase-out of the
B-47 resulted in additional savings.

As a result of these actions, fiscal 1961 ex-
penditures were brought within the revised
expenditure limitations and the missile programs
were accelerated.

It is to be emphasized that the exercise
described here was carried out on the basis of a
highly simplified mathematical model. Currently
an effort is underway to improve the mathemati-
cal model by making it more realistic and flex-
ible, However, it is expected that through the
man-machine management system described
here, the Air Force will be provided by a new
increased capability in solving the difficult task
of re-programming complex weapons systems
programs.

Implementation Considerations

As of today there is no management system in
operation patterned along the lines discussed in
this paper. However, all elements required for
the establishment of such a system are in exist-
ence and we believe that within a few years we
will indeed see systems of this type operational,
We wish to finish our paper by a brief discussion
of problems of implementation and the general
outlook for on-line management type systems.

Let us focus our attention to three fields of
effort required for implementing such systems:
(1) design of management systems in general,
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(2) éevelopment of mathematical models, and (3)

equipment considerations:

As far as the design of quantitative management
control systems is concerned, during the last few
years significant advances have been made. 2~ In
particular, we refer to efforts like the Navy's
"Program Evaluation Review Technique' (PERT)
and the Air Force's '"Program Evaluation Pro-
cedure" (PEP). Such advanced management tech-
niques have shown significant success and there is
today a substantial effort applied to extend these
techniques. We recognize as one of the most sig-
nificant weaknesses of current systems, that
resource allocations and in particular financial
considerations are not adequately treated yet,
However, the critical need for such management
systems exists and it is certain that significant
further progress will be made within the next few
years. Consequently, we believe that system
design requirements for on-line type management
systems could be met within a time span of about
one to two years,

The second field of endeavor we want to talk
about is the development of mathematical models.
The system design work cannot be carried out
without the appropriate mathematics. In the field
of mathematical models significant progress is
being made today#4: 5,6 and it can be predicted )
with reasonable certainty that further progress
will be made within the next few years. The type
of mathematical model required for on-line man-~
agement systems, has been only outlined in this
paper and a great many of the details have not
been worked out yet. In particular, the sub-
optimization techniques required for the gaming
exercise need further development. However, we
believe that with a relatively small effort and
short time, these mathematical models could be
developed.

As far as equipment is concerned, we already
stated that there is no system operating that could
carry out all the required routines and input-
output procedures. However, all the components
are available and we see no significant difficulty
in integrating existing components into a workable
hardware system. More serious problems with
respect to equipment are cost considerations, The
financial benefits that can be obtained from on-line
management systems is difficult to estimate and
as a consequence it is difficult to determine how
much money could be spent on equipment to create
such management systems. However, aside from
financial considerations, we believe that the equip-
ment required could be manufactured within a one
to two year time period.

It seems then that from the scientific and tech-
nological point of view, a management system of
the type described in this paper could be created
within a time period of one to two years.
there is one further element to be considered.
Traditional techniques of management control do
not involve such sophisticated quantitative tech-
niques as described in this paper. As a conse-
quence of this, the design and implementation of

However,

advanced management systems must be accom-
panied by a parallel development in management
philosophy. During the last few years there has
been a significant shift in managerial concepts
towards more sophisticated quantitative outlook.
It is difficult to make a prognosis as far as
management philosophy is concerned but it is
difficult to believe that it will take more than two
to three years to reach the appropriate manage-
ment environment,

In summary, then, we estimate that it will be
between two to five years before on-line manage-
ment systems of the type described in this paper
will become operational.
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CONFIDENCE LIMITS FOR GOALS
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EXPENDITURES (Million Dollars)

Total
1961 1962 1963 1964 . 1965 61-710 |
D and P 65 75 58 16 214
1. ATLAS Sys -conn 316 398 367 258 183 2437
D and P 81 46 74 223 1245
2. MINUTEMAN Sys -conn 10 39 102 1335
D and P 828 620 453 3115
3. B-70 Sys-Conn 4 4013
D and P 95 25 120
4., B-52 Sys -conn 1060 1149 1134 1134 1134 9931
D and P 58 25 83
5. B-58 Sys -conn 159 324 309 309 309 2748
D and P
6. B-47 Sys-conn 915 741 510 197 2363
D and P 163 87 250
7. KC-135 Sys -conn 174 230 230 230 230 2084
D and P 64 26 33 505
8. GAM-87 Sys -conn 3 446
NON-SYSTEM 1200 1200 1200 1100 1100
TOTAL FOR ALL
WEAPONS SYSTEMS 4591 4795 5173 4367 4002
LIMITATIONS 4600 4500

Figure

14. Weapon Systems Expenditures



Total in Program 276

Total Delivery to Date 8

Figure 15. Atlas Program
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A study of the operating characteris-
tics of the driver-vehicle combination has yield-
ed a general digital siauvlation model. This siii~
ulation wmodel, which can duplicate traflic flov '
on a 17,000-ft. section of a Lreeway including
two on-ramps and two off-ramps, can be used to
econonlcally evaluate alternate design critveria.

The simulated venicle in the model,
following decision rules based on actual tralific
behavior, is allowed to maneuver vhrougn the sec-
tion of {reewsy under study. The effeclis of
changes in traffic volume, traific velocity,
freeway configuration, etvc., can then be evalu-
ated by noting changes in the computer output of
traverse time, waiting time on ramp, volume-
velocity relationship, weaving complexity, ete.

The corputer simulation thus creates a
duplication of the real situation at a snall
fraction of the cost of svudying the real system.
Furtheniore, the simulation allows: (1) the eval-
vation of various freeway configurations without

he expense of their construction, and (2) the
performance of controlled experiments impossible
to perform with the actuval tralfic.

Introduction

In recert years, because of the growth
of the highway building program, trafific engi-
neers have become concerned over the lack of
nowledge about the nature of traffic flow. This
lack of knovledge has hampered the design engi-
neer in his ability to design an expressway wnlcn
will move traffic smoothly and efficiently at a
winimun cost. A1l voo frequently after a highway
has been opened it has been found that traffic
vroolens arise which require extensive redesign
and construction.

For example the following questions
have still to be answered.

wstitute

1. What should de the length of an
acceleration lane:

2. Yhat is the effect on traffic flov
of locating interchanje areas at various dis-
tances froa one another.

3. V¥hat is the effect of various speed
winimums ard osginwis on the traffic flow:

Analytical [odels

During tae past decade & number of de-
scriptive theories concerning vehicular traffic
have been put forwvard. In an atieanpt to classily
these theories I—Iai(,ht’] provosed three types.

The first, an analytical and devermin-
istic model considers the geometrical and physi-
cal characteristics of the autounovile and the as-
sunied behavior of the driver. Vhen specific
values of wvelocivy, acceleration, and vehicle
following behavior are postulated, it is possivle
to describe the motion of a nwiwer of cars in ocae
lane. The results, although precise, are limited
to a small nuber of vehicles. Work in this area
has been carried out by Pipes; 15 Chandler, Hermax:,
and Momtroll;— and Herwan, Montroll, Potts, and
Ro‘cher;,r.9

A second apvroach has been to consider
traific as a stochastic process and to treat it
by the theory of gueues. This spproach has been
wtilized by Lewell,t® Tanner. ® The theory of
queves can, nowever, only be applied when vehi-
cles nove at esgentially the same speed and vien
all vehicles enter tae systen at one vpoint.
Reasonable results have been obtained when trel-
fic is actually gueuved, velccity unifora and the
driver has few frec decisious.

The third epproach describes traffic
flow in a continuum. This approach has been ubi-
lized by I\Iewell,ll:m Tse Sun C‘now‘,la Greenberg,6
and Tightnill end Whithon.™© A1l three ap-
proaches are limited by the fact that it is
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assuned that vehicles do not overtake or pass
each other.

Simulation Models

It is, however, possible to construct a
simulation model for the study of traffic flow
vhich is much more general than the three types
mentioned. Simulation has been defined by
Harling8 as "the technique of setting up a sto-
chastic model of a real system which neither
oversinplifies the system to the point where the
model becomes trivial nor incorporates’ so many
features of the real system that the model be-
comes untractable or prohibitively clumsy."

Early work in the field of traffic sim-
wlation was carried out by Gerlough ,2 Goode ,4
Wong,19 Trautmen, Davis, et al. Gerlough in a
pilot study simulated two lanes of a highway sys=
tem one-fourth of a mile long. In this simula-
tion model the vehicles were allowed to choose
their speeds from a three increment distribution
of desired speeds. This program run on the SWAC
computer required approximately 35 to 38 seconds
of computer time to simulate one second of real
time.

Goode® in his simulation model repre=
sented a single intersection of a simple type.
Provisions were made for the origination of cars
in lanes approaching the intersection, and for a
stochastic mechanism for the detemmination of the
direction of travel of any particular car enter-
ing the intersection (i.e., right, straight
ahead, or left). The measure of effectiveness
used was the average delay per car. The ratio of
camputer time to real time was 3:2.

Although these early models were of
rather limited extent, they indicated that simu~
lation procedures could be used to run controlled
experiments in order to gain a better understand-
ing of the nature of traffic flow.

The Expressway interchange Model

In 1958 the Midwest Research Institute,
under a grant from the Bureau of Public Roads,
started a research program on the simulation of
expressway tralfic flow. The first phase of this
program was devoted to the simulation of an on-
ramp area of the expressway.l‘l‘ That model simu-
lated a 1,700-ft. section of a three lane ex=-
pressway including one on-ramp. Based on the ex-
verience of this pilcot study a more general model
was developed. Thet simulation model is de-
scribed in this paper.

The St Area

The portion of the expressway under
study is set up in a 4 x N matrix (W< 999),

Fig. 1. The four rows represent: (1) the three
through lanes 1, 2, and 3, and (2) the ramp, ac-
celeration, and deceleration Lene 5. Iach of the
N blocks represents a 17-ft. section of freeway,
the approximate length of an automobile. For the
simulation runs on the computer, any value of

(W £ 999) can be utilized. ILocations of inter-
changes are designated as follows:

A = ranp input location

nose of on-ramp

- end of acceleration lane

= beginning of deceleration lane
nose of off-ramp

off-ramp output location

[}

HEHOQW
i

The program is very flexible and permits the on-
and off-remps to be located at any point on the
section of freeway under investigation.

Input Factors for Simulation Model

In order to obtain a true duplication
of actual traffic behavior on the freeway the
simulation model should contain all factors which
influence traffic behavior. In this model the
following factors are considered:

1. The volume of entering and exiting

vehicles.

2. The distribution of vehicles to
lanes.

3. The velocity distribution of
vehicles.

4., The gap acceptance distribution of
merging and weaving vehicles.

5. The acceleration of entering
vehicles.

6. The deceleration of exiting
vehicles.

7, The distribution to lanes of ex-
iting vehicles.

In addition, all vehicles are allowed to shift
lanes in order to pass slower moving vehicles in
front of them.

Simulation Procedure

Basically, the procedure consists of
simulating the arrivals of cars into the section
of highway under consideration and then control-
ling the action of the vehicle by a set of deci-
sion processes. During each second of real time
each vehicle in the matrix is examined. The



vehicle is allowed to advance, weave, merge, ac-
celerate, decelerate, or exit according to logi-
cal rules describing the behavior of actual ve=-
hicle-driver combinations. dJust prior to exam=-
ining all vehicles at each second, each of the
input locations is evaluvated. Inspection starts
at vehicles closest to the end of the section of
highway under examinetion and proceeds to vehi-
cles in the input location.

A description of the over-all logic in-
volved in processing a vehicle through the system
is given in the flow diagram (Fig. 2). Detailed
flow diagrams for the computer can be obtained in
Reference No. 3.

The following parameters are used in
the flow diagrams:

V = total volume in Lanes 1, 2, and 3;
vehicles per hour
V; = vehicles per hour in the i®B lane
£ v -y
i=1
By = block number of vehicle under
inspection
1Bp.1 = block number of vehicle in 18 1ane
preceding vehicle under inspec=-
tion
1B, = block mumber of vehicle in i*R 1ane
parallel to or behind vehicle
under inspection
v = velocity of vehicle under inspec=
tion
ivn = velocity of vehicle in 10 18ne »

paxallel to or behind vehicle
under inspection

W = time gap

i

Simulation Output

The present model was programed so that
the following information can be obtained about
each simulation run:

1. The volune of vehicles traversing
the system in each lane.

2. The volume of vehicles entering the
freeway through each on~ramp.

3. The volume of vehicles exiting the
system at each off-ramp.

4. The number of vehicles which stop
on the accelerstion lane.

5. The length of the queue on the ac~
celeration lane.

6. The number of vehicles that desire
to exit but camnot.

7. The distribution of through-vehicle
traverse times.

8. The distribution of ramp vehicle
traverse times.

9. The average vehicle velocity in
each lane.

10. The number of weaves from:

a., Lane 1 to 2
b. Lane 2 to 1
c. Lane 2 to 3
d. Lane 3 to 2

Input Data Preparation

Computer Operating Note

To operate the program, an IBM 704 com-
puter is needed which has at least 8,192 words of
core storage. One magnetic tape unit is needed
(Logical Tape 0), that one being used to produce
an ouvput tape for printing on an off-line print-
er.

On the Computer Console, Sense Switch 4
should be depressed if it is desired to cobtain in
the problem output a listing of all problem input
parsmeters.

To run the program, assemble the pro-
gran deck with a series of Control Cards immedi-
ately following the deck. The number and type of
Control Cards will control the analyses to be run.

There are 13 different Control Cards
that can be entered, which insert the necessary
setup dava describing the system configuration
and velocity and weaving distributions. Appro-
priate Control Cards should immediately follow
the progrem deck. A Problem Card, containing
data peculiar to each analysis then follows and,
after this Problen Card, change cards for any of
the control cards and other Problem Cards may be
entered to control the rumming of a series of
traffic problems.

Control Caxd Format

The 13 Control Cards are divided into
four groups. Five cards provide the velocity
distribution data for Lanes 1, 2, 3, and the two
possible on-ramps. A second group of five cards
provide data concerning gap acceptance for weav-
ing operations. A single card specifies the ge-
ometry of the model; the length of the through
lanes, the ramp entrance and acceleration lane
geometry for both on-ramps, and the deceleration
lane geometry and ramp exit for both off-ramps.
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A fourth group, containing two cards give data
concerning the exiting decision process; one card
for off-ramp No. 1 and the other card for off-
ramp No. 2. :

The Problem Card contains a test of
identification number, the length of time the
analysis is to be run, the volume of through
traffic and the input volume to each of the two

on-remps.

Detgiled description of Control Card
format is given in Reference No. 3.

Study of Intercharge Confipguration

Various types of controlled experiments
can be carried out using this simulation model.
For example, experiments on the effects on traffic
flow of (1) verious on-ramp vehicle volures, (2)
various acceleration lane lengths, (3) various ve=
locity distributions, (£) various geometric con-
figurations, and (5) combinations of the sbove,
can be carried out with this model.

Exveriments have been carried out on
the effect on traffic flow of spacing between an
on-raap and an off-ranp, under varying traffic
volumnes.

Intercnange Configuration

Two interchange configurations (Fig. 3)
were examined. ERach configuration was 200 blocks
or 3,400 £t. long and contained one on- and off-
remp combination. Each acceleration and deceler~
ation lene was 595 ft. long. In Configuration I,
exiting vehicles have 2,465 ft. to travel to the
nose of the offeramp while in Configuration II
the distance is 3,230 fv. In Configuration I,
the distance between the acceleration and deceler-
ation lane is 340 £t. and 1,870 £t. in Configura=-
tion II. All exiting vehicles were designated at
block number 199.

Input Data

Volune of traffic: For both configura=-
tions, the input to the simulation was for 750
ranp vehicles per nour. For Configuration I ex-
periments with through-lane volumes of 2,000,
3,000, 4,000, 5,000 and 6,000 vehicles per hour
were conducted. For Configuration II experiments
with through-lane velumes of 1,000, 2,000, 3,000,
4,000, 5,000 and 6,000 were conducted. Two tests
were conducted at each volunme.

Distribution of volume to lanes: In
all experiments carried out, the traffic volumes
were assigned to the three lanes according to the
following relationships:

Py = 0.43693 - 0.22183a + 0.05730x2

- 0.00046 @3 (1)
P, = 0.48820 - 0.031360x + 0.00006 12

+ 0.00024 o3 (2)
P3 = 0.07487 + 0.25319 & - 0.05736 =

+ 0.003820¢3 (3)
where

B = proportion of total volume in the 1*h lane

¢ = total freewsy volume in thousands of vehi-
cles per hour

Velocity distributions: Three differ-
ent velocity distributions were utilized in the
simulations. One velocity distribution was used
for the on-ramp vehicles, a second for the vehi-
cles in Lane 1 and a third for vehicles in Lane 2
and Lane 3. These velocity distributions are
presented in Teble I.

TABLE I
Input Velocity Distributions
Vehicle

Velocity Cumulsative Per Cent
(blocks/sec.) Remp Lene Lane 1 Lanes 2 and 3

1.50 0.026 0.001 0.003
2.00 0.061 0.010 0.015
2.38 0.116 0.040 0.034
2.81 0.314 0.180 0.064
3.25 0.683 0.435 0.138
3.69 0.888 0.737 0.322
4.13 0.979 0.899 0.759
4.56 0.994 0.989 0.970
5.00 0.988 0.999 0.998
5.44 1.000 1.000 1.000

Gap acceptance distributions: Three
different gap acceptance distributions were uti-
lized in the simulation tests. The distributions
for merging vehicles (both stopped and moving)
are presented in Table II. The gap acceptance
data for vehicles weaving between lanes are pre-
sented in Table IIT.




TABLE IT

Gap iAcceptance for Merging Vehicles

% of Total % of Total
Size of No. of lMoving No. of Stopped
Gap Vehicles Venicles

Accepting Gap Accepting Gap

0.00~1.00 12.5 0.0
1.01-2.00 58.8 2.8
2.01-3.00 77.0 17.4
3.01-4.00 95.1 36.0
4.01-5.00 97.0 64.9
5.01-6.00 6.0 95.0
8.01-7.00 100.0 100.0
7.01-8.00 100.0 100.0
8.01-2.00 100.0 100.0
9.01-10.00 100.0 100.0
TaBLE III

Gap Acceptence Distribution
for Weaving Vehicles

ILength of Gap Cunuletive
(w) Probability of
(sec.) Acceptance
0.00-0.25 0.00
0.26-0.50 0.00
0.51-0.75 0.00
0.76-1.00 0.00
1.01-1.25 0.10
1.26-1.50 0.30
1.51-1.75 0.80
1.76-2.00 1.00

Exiting vehicles: For both freewsy con-
figurations 10 per cent of the through vehicles
were designated as exiting vehicles. These exit-
ing vehicles were further allocated to the three
lanes according to the following schedule:

1. 90 per ceat of exiting vehicles in
Lane 1 at Block No. 199;

2. 9 per cent of exiting venicles in
Lane 2 at Block No. 129; and

3. 1 per cent of exiting vehicles in
Lane 3 at Block No. 199.

Experimental Results

The controlled experiments described in
the previous section were carried out on a 704
digital computer. The ratio of computer time to
real time varied from 1 to 5 for low traffic vol-
unes, to almost 1 to 1 for the higher volumes.

The over-all results of the experiments
indicated that there were no significant effects
on the traffic flow patterns of the freeway as a
result of this change in geometric configuration.
A comparison between the through vehicle traverse
times for Configurations I and II are shown in
Fig. 4. The effect of increased volume on the
nuiber of weaves between lanes is shown in Fig.
5. The computer output also indicated that the
number of vehicles stopping on the acceleration
lane increased with increased volumes of traffic,
Fig. 6.

Conclusions and Recommendations

This study has shown that digital simu-
lation can be used to faithfully duplicate actual
traffic flow in an on- off-ramp area of a free-
way. The output of the simulation, furthermore,
gives measures of effectiveness which can be used
to evaluate alternate highway designs.

The simulation experiments performed
indicate the need for research and experimenta-
tion in a wide variety of areas to answer gues-
tions such as the following:

1. What is the effect of various vehi-
cle distributions to lanes on tne traffic flow?

2. What is the effect on traffic flow
of various distances between adjoining on-ramps.

3. What is the effect of various de-
sired velocity distributions on traffic flow?

4. At what volume of traffic do weav-
ing movements between lanes become hazardous?

5. What is the effect on traffic flow
of various volumes of commercial vehicles?

The simulation model developed in this
study can serve as an efficient tool to answer
these and other problems in the continuous quest
for means of moving traffic safely and efficient-
ly.
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THE USE OF MANNED SIMUILATION IN THE DESIGN
OF AN OPERATIONAL CONTROL SYSTEM
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Surmary

This paper describes the general features of
the planning and operations phases of a new weapon
system. The uncertainties inevitable in planning
mean that considerable effort is made during the
operations phase to adjust the weapon system and
its resources to the actual enviromment it finds
so as to attain the desired level of operational
capability. The adjustment mechanism is called
an operational control system in this paper.
Elements of such an operational control system are
described.

The proposal is made that a better control
system can be designed if simulation is used to
help design it during the planning phase. The
use of simulation will not only produce a better
control system earlier but it will permit the
planners to adjust the other resources provided
for the weapon system so that they are compatible
with the environment and the control system. An
example of such a study is described in this paper.

I. Introduction

The military structure is going through tre-
mendous technological change. Successive gene-
rations of new weapon systems are coming along at
a fast rate, and each contains such different
characteristics that in many ways past experience
is of 1little use. Furthermore, the competition
among nations in military technology is causing
efforts to reduce the time length of the defense
planning cycle, which complicates the necessary
process of coordination and interaction that is
required to produce consistent and compatible
hardware, operational plans, and support plans.
These two factors, compression in planning and
rapid technological change, mean that the planning
process is becoming more difficult and its results
therefore less dependable. The purpose of this
paper is to suggest that the design of better
operational control systems is one way of con-
tending with this planning difficulty, and further,
that the design of such systems will be consider-
ably aided by the use of simulation techniques.

In developing this thesis, this paper covers first
a discussion of such a system, the use of simu-
lation for designing a specific system, an example
of such a designed system, how the simulation of
the operational process was used to improve the
planning decisions, the role of computers in the
simulation and finally, some of the limitations

of the technique.

II. Need for an Operational Control System

It takes a long time to develop, procure,
and install modern weapons that are needed to
satisfy a future operational requirement. In
Chart 1, we try to define in general terms the
process that leads to the crestion of such systems.
As can be seen, there are two phases: a planning
phase and an operational phase. The planning for
new weapon systems takes place over several years.
It usually begins with a formulation of the future
environment for which a new weapon is to be devel-
oped, This environment may describe the opera-
tional situation, or requirements foreseen, and
possible enemy intentions and capability. This
environment is then used as a guide to define the
hardware characteristics of the projected weapon
system, the operational plans for use of the
weapon, and the logistics or support plan of the
weapon for supporting its operation. This plan-
ning involves many organizations, many people,
and as we have said, takes a long time, perhaps
several years, because it is an involved process.

Necessarily, many of the factors developed
for planning use are subject to much uncertainty,
and it is very difficult to define all the rele-
vant relationships affecting both the operating
and support characteristics and functions of the
wegpon system. Nevertheless, these plans are used
to determine resource and budget estimates for the
new weapon system. These estimates then go
through a budget and procurement cycle which takes
additional years. We thus see that the planning
for new weapon systems involves many organizations,
and requires many assumptions about the uncertain
future, technical capabilities, and enemy inten-
tions.

The operations phase begins when the resources
in the form of weapons, people, equipment, etc.,
resulting from the planning cycle are produced.
These resources are now confronted with the actual
enviromment. For many reasons, there are many
difficulties involved in fitting the actual envi-
ronment and existing resources together to achieve
a satisfactory level of operational capability.
For one thing, the predicted environment and the
actual environment differ simply because of pre-
dictive errors. The enemy capabilities are now
different from what we expected; the operational
situation is either more or less demanding than
that predicted; furthermore, the actual resources

.may differ appreciably both in quality and quantity

from those planned. The budget cycle provided
funds for less resources than expected; the
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reliability of the weapon system is not as great
as projected; and the cost of the weapons and
other resources are greater than planned.

Thus, the major activity during the opera-
tions phase is to mesh and adjust the actual
environment and the existing resources so that the
resulting operational capability is as great as
possible. The system performing this meshing and
adjusting is called an operational control system.
It performs this activity, first, by using the
resources available at any one time to obtain as
high a level of operational capability as possi-
ble, and second, by specifying the adjustments in
future resources that will improve operational
capability. Thus, the operational control system
enters directly into the determination of both
operational capability and efficient resource
determination and utilization. In this respect,
the control system can be treated as another
resource of the total system; and therefore, its
contribution to operational capability and its
cost can be weighed against that of all other
resources.

With this in mind, there are three main
points we should like to make about an operational
control system. First, it is an integral part of
the process that determines operational capability,
and its use is an important means for conpending
with planning uncertainty. Second, it is a com-
plex system in its own right, and its creation
may take a long time and much resources. Third,
if one has a means of predicting the opera-
tional capability, this information can be used
during the planning cycle to adjust resource re-
quirements. A more responsive, accurate, and com-
prehensive control system may redquire less total
resources to achieve a given level of operational
capability.

It is the premise of this paper that simu-
lation early in the life of a weapon system can
predict (to some degree) the contribution of the
operational control system to the preferred mix of
resources (including the control system) for the
operational weapon. If the composition of this
preferred mix can be known during the planning
process, such information can influence resource
policies and future requirements.

III. General Description of an Operational

Control System

The control systems that are being developed
or conceived by the Air Force to enable major
commands to control lower echelons have charac-
teristics which far transcend the hardware ele-
ments that such systems must necessarily possess.
They are man-machine systems, and although the re-
quirements and availability of hardware to be used
in such systems is obviously very relevant, the
demands upon the man in the system are at least as
important to determine.

Chert 2 helps to describe a simplified ver-
sion of the elements and functions of such an

operational control system. At any given point in
time, the status of the environment and the exist-
ing resources represent what we call the current
system status. These include such data as the
operational condition of the weapon, work assign-
ments of personnel, equipment location and uses,
etc. The operational control system works on this
status to improve the future capasbility of the
weapons system. Since the actual status may be a
complex of vast geographic distances, thousands of
personnel, many million dollars of weapons, equip-
ment, and facilities, the control system creates
an abstract representation to help it to manipu-
late and to improve the actual system.

This abstract representation is obtained
through an information system which receives in-
puts as changes in the current system status occur,
such as weapon malfunctions, personnel avail-
ability, etc. 'These inputs are then put through a
data-processing system which contains a series of
rules and procedures for manipulating the resulting
data, using appropriate computing equipment to
produce relevant outputs. These outputs are given
in the form of reports or displays to appropriate
managers in the control system. These may show
weapon statuses, personnel shortages, equipment
downtime, etc. Thus, a major function of the
information system is to boil down or transform
the very complex real system to a few elements
that can be grasped and evaluated by a management
group or organization. This evaluation leads to
decisions which then result in management actions
that change the future system status in a way that
is intended to increase operational capability.
Thus, the control system consists primarily of a
set of policies or decision rules for achieving
increasing operational capability, some of which
are automated as part of the information system,
an organization for decision making and taking
management actions, and an information system.

IV. Difficulties in Designing
Control Systems for the Future

In other words, an essential requirement in
the design of control systems is the need to define
the role of man and his relationship to the hard-
ware. The difficulty in doing this arises from
several circumstances. First, the control systems
require several years to develop and produce, the
most ambitious taking from 5 to 10 years. It is
therefore necessary for the designer to project
his requirements at least that far in advance.
With the rapidly changing military technology, the
enviromment within which the control systems must
operate will be radically new and will create con-
ditions that are very different from those existing
today. Much higher alert requirements are likely,
with a further need for fast response to critical
situations, under conditions of wide dispersion.
Radical weapons, including missiles, possibly
space vehicles, and nuclear powered vehicles are
in the offing.

Not only will the enviromment be very differ-
ent, but because of the potentialities of new



communicating hardware, such as data processing
and communications equipment, and the developing
research in organization and information theory,
the designer finds it very difficult to project
himself readily into this highly complex and dif-
ferent situation in order to take maximum advan-
tage of these new factors in the design of the
system. The relationships involved in these com-
plex man-machine systems are often far too in-
volved for intuitive or analytical treatment alone.

Although we can be sure that the environment
of the next 5 to 10 years will be very different,
we do not know the exact specifications of it.
There are many uncertainties in the rate at which
new weapons will be developed, both of an offen-
sive and defensive nature, and the size and kind
of enemy threat. These conditions as well as
many others, can differ enough so that the demands
on the men and machine in the control systems can
only be estimated with uncertainty. However, the
designer needs to know in detail the impact of
this uncertainty upon the specifications of the
control system so that the hardware manufacturers,
the programmers, the training activities, etc. can
carry out their assignments in a timely, coordi-
nated, and comprehensive way. Thus, the core
problem in the design of control systems is plan-
ning complex man-machine systems, requiring several
years to produce, nnder conditions of uncertainty.
In the remaining portion of this paper, we will
discuss some of the general aspects of the design
of control systems, and how simulation, as used
in RAND's Iogistics Systems Laboratory, can help
in treating this core problenm.

V. Use of Simulation

The definition of the elements of a control
system in some detail produces the design of a
feasible and compatible operational control system.
The creation of this design is no simple task
because it requires the designer to specify with
some precision just how the decision maker in the
operating system will act to increase his opera-~
tional capability. The designer, therefore, has
to visualize how the operating system would work.
If he had an operating system to study, he could
obtain such a visual aid, but the one he is design-
ing will not exist for several years, and he can-
not wait. Typically, in the past this lack of an
operating system to study and manipulate has led
to inappropriate, incomplete, and infeasible
system designs. The gaps and defects were then
left to actual operations to correct. This is
both an inefficient and lengthy procedure which
results in delays and difficulties in obtaining
the maximum capability with the weapon system.

The point of this paper is that if the operating
system can be simulated in approprlate detail and
under realistic conditions, the simulation can
help fill the void at least partlally, and perhaps,
therefore, “help produce better designs with re-
sulting less stresses for the real world adjust-
ment.

In recent work at the RAND Logistics Systems
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Laboratory, efforts were made to use simulation to
help in this planning process and to design an
operational control system. We reasoned that if
we could simulate the environment of a future
weapon system in sufficient detail we could then
take the proposed hardware characteristics, opera-
ting plans, and support plans and determine their
mutual compatibility, and, furthermore, that this
would help us to estimate the operational capa-
bility they would produce for the weapon system.
We used simulation because no real-world operating
system existed, and yet we wanted to study an oper-
ating system early enough in the planning process
to be able to help evaluate and possibly influence
the proposed plans. Since we realized that our
simulation of a future environment was subject to
uncertainty and error, we varied it over a range
of foreseeable conditions and hoped, in this way,
to allow for our ignorance of the future. Second,
we exposed the policies of the system to the

range of simulated environments, and in this way
determined their compatibility and overall per-
formance. Third, we also used the simulated envi-
romment to help specify the details of the control
system design, and by using this control system

in conjunction with the other policies, we were
able to determine how the particular control sys-
tem which we employed modified the other policies,
and therefore affected the performance effective-
ness and resource requirements of the total system.

We believe that this study produced many use-
ful results, both in the specific context of the
wegpon system we used, and in the techniques that
evolved, which we believe have an application to
many other such weapon systems, since each of
these weapons is characterized by the planning
difficulties we have described. We should like,
therefore, in the remainder of this paper to
describe the simulation experiment that helped to
produce a design and an evaluation of an opera-
tional control system. This experiment is known
as IP-II, and one of its primary objectives was
the design and evaluation of a control system for
an ICBM weapon system of the 1963-1965 time period.
The control system that was developed is for a
tactical unit, such as a squadron or wing, for two
reasons: the ultimate effectiveness of the wea-
pon system depends on performance of this unit,
and second, the bulk of the resources and cost
of the weapon system are also in the tactical
unit.

VI. Description of Simulated System

Chart 3 contains a schematic diagram of the
simulated system. The first requirement was to
define the hardware of the weapon system under
study. Engineering study and analysis gave us
estimates of the missile configuration likely in
the 1963-1965 time period. The long time required
to convert hardware specifications into field
equipment gave us some assurance that we had cap-
tured the essence of the missile hardware, and
further, that for practical purposes it would be
most realistic to assume that this part of the
system was basically fixed. We found that we had
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to describe the hardware in what we called "Sup-
port Unit" terms in order to capture the hard-
ware characteristics in sufficient detail to per-
mit interaction of the operations and support
activities in the tactical unit. A support unit
was defined as a module, black box, or a function-
slly integrated component. For example, the
checkout and malfunction detection equipment was
basically designed to detect failures within
support units, so that the support unit normally
would be that module or component to be removed
and replaced on the missile to correct a mal-
function. To describe the missile, its ground
support (launching and monitoring) equipment, and
launch facilities in this level of detail, we
found took 1,500 support units: 800 on the mis-
sile, 250 on the ground support equipment, and
450 in the facilities.

To represent adequately the operations-
support interactions of this tactical unit in a
minute-to-minute way, we found required about a
hundred different parts characteristics for each
support unit. These characteristics covered such
elements as the skills and equipment needed to
perform remove-and-replace activities; missile
system checkouts; diagnosis of an ambiguous mal-
function as reported by the checkout equipment;
calibrations, and so forth. A very significant
characteristic of each support unit was its reli-
ability. Since this is one of the most uncertain
parameters, its value was represented by a range
from minimum-acceptable to maximum-likely reli-
ability. In the course of the experiment, we
examined the effect upon the control system of
varying the reliability over this range.

A "failure" model had to be constructed which
would be consistent with the reliability values,
and which would define for each support unit the
probability that it would fail under a given type
of stress. We defined six types of stresses
likely to cause failure for each of the 1,500
support units., The operational and maintenance
statuses were defined for each of the 40 condi-
tions in which the missile system could be placed:
various degrees of alert, launching, countdowm,
checkout, replacement, etc. The description of
each status defined the stresses that applied to
each of the 1,500 support units by 15-minute inter-
vals of time. Therefore, given a particular mis~
sile system status, the probability of failure for
each support unit could be established for each
15-minute interval, and by making random draws
from a probability distribution, a malfunction
generation model was created. This model generated
a significant portion of the workload for the
squadron (identified by the dashed line in Chart 3)

The squadron contained several launch com-
plexes and a squadron headquarters. A full
squadron complement would normally contain several
hundred people, but for the purposes of our study
we were interested primarily in the management
personnel. We identified the launch complex
commander for each launch complex and the opera-
tions, maintenance, and supply officers of the
squadron headgquarters as being the key management
personnel. Therefore, they were the "people”

of the simulated squadron, and personnel to staff
these six positions were brought to the laboratory
from Strategic Air Command missile organizations.

This squadron organization was given a set of
operational requirements, policies and resources
by the embedded organizations who represented
higher headquarters. The embedded organizations
were staffed by laboratory personnel. These em-
bedded policies specified the operations, main-
tenance, supply, manning, and data-processing
requirements to be met by the squadron. The
resources given to them were initially derived
from Air Force manning documents, equipping docu-
ments, supply tables, etc., that were in effect
at the start of the experiment. These resources
were represented by punch cards, which could be
assigned to jobs in the performance of operational
or support activities by the managers of the
squadron.

The squadron managers also had access to a
data-processing and analysis center. One function
of this center was to maintain the maintenance and
supply-status data of the squadron, and to perform
various logistical functions, such as automatic
resupply notifications, required engineering
changes, maintenance personnel and equipment
availability and utilization, etc.

The experiment was operated by giving the
squadron a set of operational requirements to meet,
such as maintaining a specified amount of target
coverage and a number of missiles on alert. The
squadron was also given certain preventive main-
tenance and engineering tasks to perform. As the
squadron managers tried to satisfy these opera-
tional and logistical requirements, they had to
schedule the missiles to be in various situations
or statuses. These statuses in turn caused
stresses to be applied to the support units of the
missile system, which caused malfunctions. The
squadron managers then used the resources of the
squadron to correct these malfunctions; and,
throughout the entire exercise, the squadron tried
to schedule its activities with the given resources
so that maximum operational capability was at-
tained.

As the experiment proceeded through several
runs, the operational and support policies were
changed, the assumed reliabilities were varied,
the resources provided were modified, and the
organizational structure was altered. At the
same time, the decisions made by the managers
were studied, both by observation of the results
of their decisions and by interviewers. Such
analysis produced insights into the nature of the
decision processes, and suggested possibly pre-
ferred decision rules. For some of these decision

Fhach run lasted one simulated week. Ve
found that such a time period was sufficient to
permit most of the stochastic elements in the
system to "settle down." A simulated week took
about one week of real time, but time compression
was achieved since we simulated the 2h-hour days,
T-day weeks, during a real working week of about
35 hours.



processes, we used mathematical models or heuristic
progrems 'to develop the decision rules. The use

of such rules in turn suggested required informa-
tion and organizational arrangements for making
decisions. This led to an evolving operational
control system, which is the result of experience
by Air Force people in the simulated environment
plus analysis of the results obtained by various
techniques tried during the experiment.

VII. Resulting Operational Control System

Referring to Chart 2, the control process
illustrated is the classical one of information
and feedback.* The novel problem in LP-II was to
adapt this process to the military environment
posed by ballistic missiles in the 1963-1965 time
period. We can foresee a situation in which
missiles are dispersed over a wide geographic ares,
maintained on a high level of alert, and respon-
sive to sudden emergencies. The cost of these
missile systems is very great, and so every effort
will be made to keep the resources and costs they
need to do their job to the minimum. One means of
achieving this goal is to be able to shift re-
sources (within the constraints of possible sudden
war) from one place to another responsively, since
the demands for resources at any one place are
typically sporadic and low. Further, the support
costs in equipment and facilities are so large a
fraction of total system cost that minimum missile
system downtime is desirable not only for military
reasons, but also for economics, since support
resource levels are almost fixed, in the short
run, for a missile base. Since the cost of a
weapon down is so great (if we value it at system
cost per time period), the major problem for a
tactical unit is to use its fixed resources to
maximize alert.

This, then, is the environment in which the
simulated control system had to function. The
scheduling rules assigning missiles to various
degrees of alert, and assigning the resources to
repair missiles requiring preventive or other
prescribed maintenance were found to be the criti-
cal decisions in the squadron. The formulastion of
precise scheduling rules by mathematical analysis
was very difficult because of the many combina-
tions of conditions and constraints that had to be
considered. In effect, the implications of the
schedule had to be determined by support units, and
there were over 50,000 such support units on the
operational missile system in a tactical unit.
Further, the schedule was affected, to some extent,
each 15 minutes as a missile or a resource changed
status.

The useful scheduling rules have been devel-
oped by trying many rules of thumb during the ex-
periment. The rules that seem to work best are

W-2131 , Management Information for the
Maintenance and Operation of the Strategic Missile
Force, D. Stoller and R. Van Horn, The RAND Cor-
poration, April 30, 1958, describes the require-
ments of management and information systems for a
missile environment.

called "opportunistic scheduling.” Under this
rule, all prescribed maintenance is deferred as
long as the policies permit. Then, when a missile
malfunctions, all possible prescribed maintenance
as can be done concurrently is accomplished at
that time. 1In this way, missiles are taken off
alert as little as possible for prescribed main-
tenance.

Clearly, such & rule requires a highly
responsive organization and information system
because it must be ready to react instantaneously
to any missile malfunction, change in resource
status, etc., under conditions of wide dispersion.

The structure of the information system that
has been designed to meet this requirement of
unscheduled and rapid responsiveness contains the
following: +the current status of each missile
and resource, a complete listing of all missile
and maintenance situations and the resources re-
quired to accomplish them, and a listing of all
prescribed maintenance awaiting performance on
each missile. As a missile or resource changes
status, the information system is updated through
appropriate inputs. As s new situation occurs,
each of the managers interrogates the information
system for the implications it has for his func-
tion (such as operations , supply, or maintenance),
revises his schedule accordingly, and assigns
available resources to the urgent activities.

During the experiment, the information system
was able to respond instantaneously to such inter-
rogations. This was made feasible by placing all
the necessary information in a very large random-
access memory that could be interrogated very
quickly. Since the system status changed very
rapidly, an input system had to be devised which
would quickly update the status, and this further
required the minimizing of input data. This was
done by requiring only a single input of each
necessary data element, which served all managers.

Since the organization had to respond very
quickly to emergencies, a good deal of functional
integration was required. Operations, maintenance,
and supply in the squadron headquarters had to
work as a close team since each was affected by
such emergencies. In addition, close communication
between the launch complexes and the squadron
headquarters had to be maintained. Report formats
evolved which helped to present to each manager
the consequences of another function's decisions
on him, and the consequences of his decisions on
them. In this way, each manager was able to react
rapidly to decisions that might affect his plans.

Further, the squadron headquarters found it
could not centrally handle all of the decisions,
since many of them were localized to a particular
launch complex. It therefore worked out conditions
under which the launch complex could act without
prior approval of the squadron headquarters, and
when such prior approval would be necessary. These
conditions have also been further developed by the
laboratory staff into rules of thumb, since the

relationships appear to be too complicated for
analytic solution. Such heuristic technigues were
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found to be very useful during the experiment.

The data produced by the squadron managers in
the course of their minute-to-minute operational
decision meking were also used by them for longer-
run or planning decisions. Thus, these data were
used to estimate resource demands and utilization
which provided the basis for determining required
manning, equipping, and stockage of the launch
complexes and squadron echelons. These data re~
flected the particular decision rules used to
schedule the employment of the resources, and so
there was a direct relationship between the short-
run operational decision rules, like scheduling,
and the longer-run planning decisions, like deter-
mination of the resource requirements of the
squadron.

Thus, the simulation helped to produce and
evaluate a control system that might fit the
peculiar environment of the 1963-1965 missile era.
The nature of the decisions, information system,
and organization for such a control system has
been developed in considerable detail, and as such
it may provide a good guide to the design of such
a system for the real world. Further, this blue~
print is available early enough to permit its
appearance in tactical units by 1963. We cannot
say that this is an optimal control system, but
it appears to be feasible and compatible with the
type of environment experienced in the laboratory.
Simulation thus has helped produce a reasonably
detailed design of a control system for a future
radically different environment.

VIII. Computers and the LP-II Experience

There are two aspects to computers and a
simulation like LP-II: first, computers are used
in the modelling process and runs; and, secondly,
we learn something about the computer needs of the
management system under study.

Only a few words need be devoted to the first
aspect, here. In addition to standard punch card
equipment, two general purpose digital computer
systems were used: one with magnetic tapes capa-
ble of microsecond arithmatic speeds (in our case,
an IBM 704 system) and a data-processing machine
with relatively slow processing speeds but with a
large disk memory capable of rapid access to any
of several million characters (in our case, an IBM
305 RAMAC). In the laboratory, we have, occasion-
ally, used the high-speed computer more or less
"on-line" with the simulation -~- men making de-
cisions which are fed into the computer which in
turn quickly "plays the decisions" through various
models and returns to the relevant men the system
impacts of these decisions, which in turn causes
new decisions, etc. But in LP-II, most of our
operations on the high speed computer were not
"on-line". They were either for analysis pur-

poses or for computing lists of "potential failure

rates" which were then interpreted by laboratory
personnel to reflect the minute-to-minute decisions
of the laboratory participants (see the descrip-

tion of the failure model above)s As a

result, the entire project consumed only a few
hundred IBM TO4 hours, a relatively small portion
of the total cost of the operation, which also
required more than 70 man-years. In other manned
simulations where the participants and the high-
speed computer "talked" to one ancther meny times
daily, the computer costs were a considerably
larger proportion of the project's total costs.

The computer with the large memory (the RAMAC)
on the other hand, was used primarily on-line,
minutegto-minute, during the runs, and served
meinly“ as an information storage and interroga-
tion device for the laboratory participants.

Study of this computers'! programs and use permitted
us the statements we could make about the kinds of
computers such a tactical unit might need if it
were to obtain the same effectiveness as our simu-
lated unit: The RAMAC operation was basically a
"status of resources" system and served to provide
the resource manager with "up~to-the-minute" data
needed to make decisions on the assignment of
these resources. Hence, all of its internal files
were "status files" in the areas of maintenance,
supply and operations. The inputs to the system
were changes in status (personnel movements, main-
tenance actions, etc.). The outputs were status
reports (generated in response to the manager's
inquiries) and a comprehensive set of history
cards. The history cards served as a historical
file, and were also used to generate certain sum-
mary and history reports. The system had two
basic components; the disc files which were the
information acted upon, and the stored programs
which did the acting.3

The system contained both "on-line" and "off-
line” programs. Off-line programs operated inde-
pendently of each other and of any central control.
They were used to perform functions of an occa-
sional, isolated nature such as loading the initial
files. To use an off-line program, it was neces-
sary to interrupt the normal 305 operative mode.
On-line programs were all controlled by a Master
Routine. These were the programs which processed
the normal input cards. All on-line programs (and
the Master Routine) were stored in the disc files.
The Master Routine was normally on the drum and
operating, and the processing routines were read in
and operated as needed. Several of the on-line
programs used subroutines. The subroutines were
stored on the disc files and were read in and con-
trolled by the programs which used them.

Iie have been able to do this several times
during the course of an 8-hour day, which simulated
several daily or weekly "time periods".

21t was, also, invaluable for analysis pur-
poses, later, following the runs.

3The remainder of this section is largely due
to the efforts of J. Tupac and K. Labiner. See
their RAND Research Memorandum, RM-2572, The LP-IT
Data Processing System, September, 1960.




The LP-IT data system did not unduly tax the
machine's storige capacity, using less than 90%
at peak usage.~ However, the machine's slow pro-
cessing and output speeds did influence the sys-
tem's performence considerably, and suggested the
infeasibility of doing all that had been hoped for
with little or no information lag. To quote from
the report on the LP-II data system:

'Slow processing and output speeds strongly
influenced LP-II's system design. As mentioned,
almost all machine time was used in processing the
"on-line" status changes and interrogations. As a
result, we observed three consequences. First, the
machine did not generate all the summary reports.
Had we used a faster machine, all summary reports
could have been generated in step with its other
operations and thus furnished managers with some
summary data on an inguiry basis. Greater direct-
printing capacity and speed would also have been
required. Secondly, the machine did not make
decisions. We found it was difficult to define
decision rules when the system was being designed.
In addition, a machine with much higher internal
processing speed and computing capability than
that available for the experiment would be neces-
sary in order to incorporate decision functions.
This would have been true even if the rules could
have been established at the outset. Finally,
there was not as much internal checking of data as
one would have liked."

To summarize the major outputs of LP-II with
respect to control system design are as follows:

1. An integrated control system for a
large missile tactical organization, combining
the organization, policies, data system, with the
novel operational and weapon system environment of
future years.

2. BEstimates of workloads, resource
utilization, delays, missile alert performance,
etc., resulting from the interactions of environ-
ment, policies and decision-making of the organi-
zation.

3. Frequency of, and kinds of techni-
ques used by the management personnel for making
c¢ritical decisions, such as targeting, scheduling
of missile status, and resource assignment, as
tailored to the special demands of the large tacti-
cal organizations.

Lk, The information reguirements for
making critical decisions and performing manage-
ment activity. The reports requested by the
participants changed considerably as the organi-
zation was exposed to different situations, such
as higher alerts, engineering changes, reduced
resources and revised requirements thus generated
provided an explicit estimate of the data displays

IThis was partially due to the scale used
in the simulation models, however.

2RM-2572, op. cit., pp.37-38.
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that the new organization may require.

5. A detailed description of the data
processing system for providing the reguired
information. This system was based upon several
new concepts that imply greater automation, new
methods of reporting data, and a different type of
data organization. These concepts were made opera-
tional in the simulation so that many of the speci-
fic techniques used may be directly transferable to
a real-world control system. Also, estimates were
obtained for the frequency and urgency with which
different data elements were required. These may
be useful in developing specifications for data
processing hardware.

IX, Limitations and Future Research

The number of alternatives facing the de-
signer of the information portion of a management
control system are enormous, particularly during
the planning stages. Chart 4 gives some idea of
the number and kinds of choices that a system
designer must resolve. For a given budget, he is
expected to choose the right man-machine resource
mix for each of the alternatives mentioned. Any-
one who has ever helped design an information
system can supply examples of the kinds of choices
that Chart L represent.

We have said, so far, that manned simulation,
properly combined with all-computer simulation
models, can help the designer make these choices.
LP-II, if nothing else, should increase the de-
signer's belief that this is a possibility. How-
ever, lots of problems which remain must be satis-
factorily resolved before this becomes part of the
everyday tool-kit of a system design program.

1. The presently high costs of a simu~
lation like LP-II. The sizeable scope, great de-
tail and the use of humans in simulations are all
factors which make this sort of experiment useable,
primarily, for designing larger, complex "man-
machine"” systems. Of course, some of these costs
would have to be borne by any sizeable study of a
control system but others can be reduced by turn-
ing to suitable compiler programs, and using only
the degree of detail necessary to obtain the de-
sired results.

2. Bxperimental Design Problems.
Menned simulation experiments cannot produce, for
the same research budget, the same number and
length of runs that their all-computer brethren
can. This makes it difficult to perform the de-
sired amount of sensitivity testing or run long
enough to wipe out, fully, the effects of initial
conditions. Work is proceeding at RAND, and else-
where, on experimental design techniques to miti-
gate these effects.

3. Inability to Produce Opgtimal Designs.
Simulations, by their very nature, produce at best
highly preferred -- but not optimal -- policies.
Significant betterment in management control design
is, of course, nothing to belittle. The develop-
ment of all-computer simulation and analytic




models based on the manned simulation as a bread-
board model should help, considerably, to produce
even better results.

L4, Programming Task Synchronization.
Coordinating the many tasks through time that have
to be performed by the computer portion of the
simulation has, in the past, ordinarily required
setting the basic time unit of the simulation
equal to the minimum time unit of all tasks. The
possibility of using variable time synchroni-
zation -- different tasks running at different
time units -~ is being investigated. This would
permit running the simulation activity at differ-
ential speeds as a function of the question the
particular simulation run is addressing.

5. Defining a Suitable Level of Scope
and Detail. The system designer might wish the
simulation activity to produce answers to highly
specific questions but this requires the simu-
lation activity to represent great amounts of
detail and meny functions and organizations.
This is costly and makes analysis more difficult.
Therefore, we must better understand how to deal
with management control problems in an abstract
way for simulation purposes, yet in a realistic
enough manner to produce valid design factors for
reagl-world application.

X. Conclusion

Notwithstanding these difficulties, we never-
theless believe that manned simulation will be-
come a very useful technique for those seeking
to make choices in a system context, between
alternative management control resource mixes,

The problem described in this paper is pro-
bably characteristic of many large system-design
problems. Certainly the need for such opera-
tional control systems is expanding in the mili-
tary, and in both civilian and military the need
for improved management systems has been ever
present. Simulation techniques can prove of much
help in these problems by providing a means of
pooling end integrating knowledge from many
sources and by providing the opportunity to iter-
ate and vary the meny variables and parameters
that compose such systems. Although most pub-
lished simulation experiences have involved all=-
machine models, we have found much value in man-
machine simulation when the problems have involved
organizational interactions, the design of infor-
mation systems, and conflicting or interacting
decision rules, since these undergo considerable
development during the simulation process.

TJack Little of RAND's Computer Science
Department is working on this problem.
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A SURVEY OF MICROSYSTEM ELECTRONICS
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Summaxy

The history of microsystem electronics is
briefly traced through the successive stages of:
miniaturization; subminiaturization; microminia-
turization; thin-film integrated circuits; semi-
conductor integrated circuits; and finally morpho-
logical integrated circuits or functional blocks.
The term integrated circuit is defined as the
conbination, on or within a single chunk of ma-
terial, of multiple electrical elements to perform
a desired circult or systems function. Improve-
ment in relisbility, decrease in size and weight,
decreased power consumption, and lower cost are
discussed as motivations for Integrated Circuitry.
Febrication techniques, interconnection, and
accessibility are identified as major problems. A
catalogue of technigues for febrication of Inte-
grated Circuitry is presented.

What Is Microsystem Electronics?

We define Microsystem Electronics as that
entire body of electronic art which is connected
with or applies to the realization of extremely
small systems. As such it includes power supplies,
input and output transducers, and various forms
of memory where applicable, as well as digital
and analog electronic circuitry.

This paper surveys the techniques of micro-
system electronics that apply to the arithmetic
or logical elements of computers and to the elec-
tronic circuitry of communications equipment. The
electronics industry has not yet agreed on a name
for this part of microsystem electronics but the
term Integrated Circuitry seems to have wide and
growing acceptance as a generic name.

Integrated Circuitry

Definition

We define an integrated circuit ag a combi~
nation, on or within a single chunk of material,
of a number of basic electrical elements to per=-
form a circuit function.

The concept and terms used can be illustrated
by & simple four-box picture of electronic tech-
nology. Let us arbitrarily divide electronic
technology into the following four mutually ex-
clusive and exhaustive categories: Materilals,
Components, Circuits, and Systems. If we investi-
gate the emissive properties of a heated tungsten
wire or the dielectric comstant of polyethylene
we are clearly studying the properties of
Materisls. If we combine a tungsten wire, some
bits of nickel wire and sheet, put it all in a
glass envelope which we then evacuate, we have
made a vacuum tube -- a Component. If we properly
connect our vacuum tube, an inductor, & capacitor
and a battery, we have an oscillator -~ a Circuit.

Fipnally, if we combine an oscillator, a modulator,
an amplifier, a power supply, and an antenna, we
have a transmitter -- a System.

Note that in the above example we were en-
gaged in four distinctly different types of
activity. In the specialization of today's elec-
tronic industry these activities are performed by
four different men. In the example, and more
generally in our four-box picture of electronic
technology, we find communication and interaction
=-= bi-lateral feedback ~- between each type of
activity and its immediate neighbors. The com-
ponents man, for example, takes the output of the
materials man, asks him for materials with spe-
cific characteristics, and tries to feed back the
results of his experiements in such a way that the
materials man can modify or optimize his output.
The components men also communicates with the
circults man, listening to his requirements and
providing or designing components to fit. He
recelves feedback from the circult designer as to
how well his components work and how they should
be changed.

Similarly, the circuits man goes to the com-
ponents man for his building-blocks and to the
systems man about the finished product he hopes to
supply. Each man, in addition to his own problems
and language, must be able to communicate with his
neighbors sufficiently well to exchange the infor-
mation necessary for his work.

Note, however, that in this simple picture
there is no need for the materials man to talk to
the circults man or to the systems man, and in
practice he hardly ever does. In fact, they have
so little in common in our conventional electronic
technology that they don't really speak the same
languaege. Likewise the components man has no real
need to understand the problems of the systems
man, and the latter tends to think of components
only as black boxes with certain failure rates
which limit the reliebility of his system.

This partitioning is & result of the need for
speciaslization in today's technology and of the
finite amount of time and interest the average
technical man has for exploring outside his own
speciality. It is unfortunate in that it leads to
inefficiency and lost opportunity in a growing
nunber of instances where a new requirement is met
by en adaptation of an o0ld technique instead of by
a fresh examination of the wide range of unex-~
ploited possibilities.

Integrated Circultry removes the internal
partitions and integrates the boxes into a single
field. Integrated Circuitry still has its
specielists, but each must have a working knowl-
edge of the problems and objectives of areas which
yesterday would have been the exclusive domain of
other specilalists. For exsmple, the circuits masn
mey no longer limit his consideration to the black
box characteristics of exlsting components. He
must be aware of the characteristics of the
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materials which go into his components, of the
limitations imposed by the laws of the solid
state, and of the possibilities 1t opens up. The
components man may no longer accept blindly the
requirements set by the circuit designer. He has
a responsibility to examine the overall require-
ments on the system to find the most satisfactory
way.of accomplishing the desired function. As an
example, a conventional circuit designer might
build a power supply with a transformer, a diode,
a choke, a couple of capacitors ~- or a simple
RC filter, 1f you prefer -- in either case he has
used a minimum of five components. Our integrated
circuit designer might choose to build the same
power supply from a single piece of silicon.
Alternating current flowing through one part of
the silicon encounters resistance and generates
heat which filters through the silicon to a
thermoelectric area, where Seebeck Effect produces
filtered direct current. This particular example
happens to be one in which the Integrated Circult
bears little resemblance to its conventional
counterpart. The basic electrical elements used
include resistance for the generation of heat,
transistance in the conversion by Seebeck Effect
of heat to direct current, and thermal and elec-
trical insulation at appropriate places.

Basic Electrical Elements

New as 1t is, Integrated Circuitry is made up
of the same six basic electrical elements which
long have been the ingredients of the electronics
art. They are insulation, conduction, resistance,
capacitance, inductance, transistance, and some
special combinations of these. By insulation we
simply mean the prevention of current flow, or
the igsolation of electric or magnetic fields.
Conduction signifies the free flow of electric
current and resistance, capaciltance, and induct-
ance have theilr customary meanings. Transistance
is a new and highly useful term which describes
the gain of active elements, or their ability to
achleve precise control. It appllies to all con-
ventional forms of transistors, diodes, and other
Solid State active elements. Finally, by special
combinations we mean elements which can only be
approximated by networks in our conventional
technology. The prime example is the distributed
regigtance~capacitance network realized in
Integrated Clrcuitry by a thin-film resistance
deposited upon a dielectric layer, which in turn
has been deposited on a conducting medium.

Evolution of Microsystem Electronics

To gain perspective in our survey of micro-
gystem electronics let us look at its history and
evolution.

The trend was set by miniaturization which
made use of smaller forms of conventional com~
ponents interconnected by conventional wires and
solder. In every case the discrete nature of the
individual component and usually its conventional
form hag been maintained. Miniaturization repre-
sents the first step, chronologically, in the
attempt to make electronic equipment smaller.

The next step was subminiaturization with
still smaller forms of conventional components.

In most cases the conventional form of the com-
ponent has been maintained but the size and weight
are reduced to the point at which thin wire leads
provide adequate support for mounting. The
cordwood technigue, in which cylindrical axial-
lead components are stacked like cordwood with
their leads fed through matched holes in parallel
printed circuit boards in front of and behind the
stack, 1is & good example. Various forms of
printed or etched circuitry, both rigid and
flexible, are used as the combination wiring har-
ness and support.

Microminiaturization is the name given to
the ultimate size reduction of the individual
component. It differs from subminiaturization in
that the conventional shape and form factor are
generally lost, leads are often left off, and a
supporting board or matrix is always necessary.
Microminiaturization still permits the circuit
designer uninhibited freedom of choice in the
selection of his individual components.

Thin-film Integrated Circuitry represented
a major advance by dispensing with separate
mechanical supports for each component and com=-
bining multiple thin~film components on a single
glass or ceramic substrate. Overlapping or
touching filmg form internal connections. At
present a hybrid form of thin-film Integrated
Circultry is necessary since none of the many
companies working in this field hag perfected a
way to fabricate workable thin-film diodes and
transistors on a glags or ceramic substrate.
Current thin-film integrated circuit technology
involves deposition of thin-film pagsive elements
followed by the applique of any required active
semiconductor elements.

Semiconductor Integrated Circuitry means the
combination of thin-film and semlconductor circuit
elements on and within a single crystal semi-~
conductor substrate. Connections are made by
deposited thin-film conductors, and by physical
Juxtaposition. Of all the existing forms of
Integrated Circuitry, the Semiconductor version
permits the widest variety of active and passive
elements and the greatest potential flexibility.
Active elements can be formed within or on the
substrate where needed, and either thin-film or
semiconductor techniques can be used to form the
passive circuit elements. When semiconductor
technologists have perfected & means of deposit-
ing thin-film semiconductor active elements on
glass or ceramic substrates, the passive substrate
approach may well prove more flexible than the
active substrate approach. This comes about
because part of each active element is unalter-
ably connected to a common semiconductor crystal
in the active case. Although careful placement
of active elements and tailoring of the shape
and thickness of the active substrate between may
allow quilite complicated circuits to be built into
e single semiconductor substrate, more complex
circults could undoubtedly be achieved if both
active and passive elements could be deposited on
an ingulating substrate.

Morphological Integrated Circultry or what
some people call the functional block, represents
the combination of solid state materials to per-
form a desired circuit function, although neither
individual components nor precise electrical




circuits are necessarily identifisble. The power
supply mentloned earlier 1s a Morphological Inte-
grated Circuilt. Another example is the familiar
standard frequency quartz crystal, which 1s a
homogeneous slab of material although it acts as
a combination of resistance, capacitance, and
inductance. The lack of a physical counterpart
in conventional circultry makes thls type of
Integrated Circuit the most difficult to design.
However, there 1s a long list of unexplored
physical effects awalting our attention, and the
possibilities are unlimited.

In the rest of thls paper we shall limlt our
congideration to Integrated Circultry, as defined
above, since it represents the most significant
departure from conventional technology. The
followlng sections first review some of the
reasons for developing Integrated Circuitry and
then present a catalogue of the basic applicable
fabrication techniques.

Philogophy of Integrated Circuitry Development

Having briefly examined what it is and the
evolutlonary stages through which it is develop-
ing, let us consider some of the motivations for
the development of Integrated Circuitry. Although
there may be disagreement as to the order of
importance, it is not hard to identify the follow-
ing areas of concern ag having motivated the elec-
tronics industry in this field: reliebility,
size and welght, speed, power consumption, access-
1bility and cost.

Reliability

Everyone talks about relisbility, and it is
certeinly true that without a definite minimum
reliability neither microsystem nor any other
kind of electronics can long endure, but is there
any significant reagon to expect a better relia~
bility from Integrated Circultry than from con-
ventional component electronic circuitry? Yes,
say 1ts proponents, for at least two reasons:
first, because the number of discrete point
connections is greatly reduced and connections
have always been one of the sources of faillure;
and second, because the overall rellability of the
system 1s no longer the same complicated function
of the individual rellabilities of each individual
component. This latter claim stems from the
common mode of febrication of Integrated Circuits
where usually all of a given type of electrical
element, say capacitor, are created at the same
time. This common fabricatlon mey seem to have
more bearing on process yileld, and hence on cost,
than on relisbility but there is & connection with
reliability buried back in the reduction of total
process steps and the consequent greater attention
that must be pald to each process step.

It is undeniably true that our electronic
systems, be they computer, communications, or
weapons control, are getting progressively more
complex. With increaged nurmbers of components
all having to function together, we seem to be
approaching an asymptotic barrier where addition~
al complexity can only be achleved at the cost of
decreased reliabllity. While we are still a long
way from the machine with infinite complexity and

zero rellability, our modern systems are already
uncomfortably close to the complexibility-relia-
bility barrier.

Size and Weight

At least three sources of concern can be
grouped under the heading of size and weight. For
missile and other airborne applications the size
and, often more Important, the weight of an elec-
tronic system has a cost in propulsion machinery
that provides a strong motivation for reducing
both. While reliability is of very great im-
portance in some of these applications, reducing
size and weight to particular values can mean the
difference between the possible and the impossible.

A second size and weight motivation is
found in the realm of portable products where the
size of a potential market, both industrial and
military, often depends on whether a system can
be created and packaged within certain limits.

A third motivation for size reduction 1s the
economic, where an equipment must be housed or
protected or otherwise maintained in certain con-
ditions. If the cost of providing a required
environment is high enough and is proportional to
the volume required, considerable effort can be
Justified in reducing the volume. A final moti~
vation 1s shared with the next area of concern.

Speed

For a long time Increasing the speed of
electronic systems was a matter of improving the
components. Recently the speed of certaln sys~
tems has reached a point where propagation delays
in the wiring, rather than the characteristics of
the devices, prohibilt faster operation. This
point is often called the speed-size ceiling and
it has Importent bearing on computer systems. If
a particular system has reached its speed-size
ceiling, it is impossible to expand it function=-
ally without decreasing its speed of operation,
and vice~versa. The only way through a given
speed-size ceiling is to decrease the physical
size of a given system and thus shorten the
propagation delay through it. Microsystem elec-
tronics, and particularly Integrated Circuitry,
shows promise of substential improvement in
speed-complexity product by significant reduction
of propagation delay within end between inte-
grated circuits.

Power Consumption

Information, in an electronic system, must
be related to some form of energy if it i1s to be
processed. In general the amount of energy
contained in a given plece of information is very
small in comparison to the energy expended in
processing it. In part this is because of the
inefficiency of the procesging equipment, but
often a much larger drain is deliberately intro~
duced in order to assure contlnued operation in
the event of drift or change in certain component
characteristics. Where meny different processes
are involved In fabricating the components for an
equipment, meny different and often uncorrelated
drifts and changes may be expected. To assure



proper operation under these conditions mey re-
quire ten or one-hundred times the power needed
in the sabsence of change. The advantage of Inte~
grated Circultry in this respect 1s based on the
reduction in number of different processes involv-—
ed in fabricating the equipment. If all resistors
have the same temperature coefficient and aging
charascterigtic, for example, variations in bias
and operating poilnt of associated active elements
will be much reduced.

As we shall show in the catalogue of inte-
grated circuit techniques which forms the major
part of this paper, not all resistors useful to
Integrated Circuitry are made by the same process.
However, many of the resistors in a given inte~
grated circuit willl not only be made by the same
type of process but will also have been made at
the seame time from the same materisl and under a
single set of conditions.

Accessibility

There are a number of facets to the problem
of accessibility of Integrated Circuitry. First,
it 1is apparent that those parts of electronics
pystems that must interact with a humen operator
must be metched to him in physical size. Knobs
mist be such that fingcrs can grasp them, dials
of a size that the eye can read them, and so
forth. Input and output equipment must be
matched to the environment from which it receives
and to which it gives information. Thege are
problems of accessibility where limits of useful
size reduction can be determined and beyond which
it is neither reasonable nor desirable to go.

The second set of problems revolve around
the need for replaclng defective parts of the
gystem upon failure. It is no longer feasible to
think of "repairing" a failure. When some part
of an integrated circuit as we have defined it
stops working, it cannot be operated upon in the
field. The service man must treat the entire
circult, perhaps even a group of related inte-
grated circuits, as a single "component" which he
replaces by a new "component" from an inventory
of known working spares. But we cannot afford to
throw the radio away Jjust because the dial cord
is broken, and hence we have the problems of
sultable modular subdivision and of accessibllity
for replacement. The problem further breaks down
Into one of size and one of interconnection.

The: yroblem of size in accessibility for
replacerent is much like the first problem of
matching to a human operator. The technicien
mist be able to get a grip on the faulty module
to remove it.

The problem of interconnection is much
deeper and more fundamental. It reaches across
and can nullify the motivations of relisbility,
size and weight, and speed as well as accessi~
bility. Many present dey electronlc systems use
almost as much volume for interconnecting wiring
behind the panel as they use for components out
in front. Unless the connecting means from
circuit modules to wiring harness 1s more re-
lisble than the Integrated Circuiltry itself,
system reliebility will be hurt. If the wiring
harness is physically long, the propagation delay

in getting the signal from one part of the system
to another reduces the maximum speed of operation.
Finally, unless the interconnecting means is
flexible and cleverly arranged, it msy be almost
impossible to get at the connections to replace a
module, since the motivations of relisbility and
size tend to rule out the use of plugs and sockets.
The final set of problems of accessibility
are concerned with the removal of heat. The
potential saving in power through an allowable
decrease in operating marging has already been
mentioned, but even go a significant part of
integrated clrcuit design is thermal in nature.

Cost

The cost pleture for Integrated Circuitry
1s a complicated one. Initially some of the
specialized appiications for which there are no
other possibilities will probably support Inte-
gratéd Circultry regardless of cost. Any sort of
general acceptance, however, will require a cost
competitive with other forms of circuitry. Since
individual components can no longer be selected
after manufacture, both control of process and
process yleld will have to be high. An aid in
this respect is the fact that the same process
run usually forms all of a glven type of circuit
element on a particular integrated circult sub-
strate and thus if one part is good all tend to
be good. This simultaneous fabrication of all
diffused resistance reglons or all deposited
capacitors at the seme time is one of the ad-
vantages by which its proponents hope to lower
the cost of Integrated Clrcuitry.

Catalogue of Integrated Clrcuit Technigues

Our survey of microsystem electronics may
logically end with a catalogue of existing and
proposed means for obtaining the elementary
circuit functions. Since the assembly of complex
circult functions called for in a designeble
Integrated Circuit Technology must rest funde-
mentally on the precision and process control
attaineble in the basic circuit functions, major
continuing effort has been put on the study of
means for obtelning greater control over these
individuael processes.

The ten subdivisions which appesar below are
the ten basic elements needed by almost every
circult regardless of techniques used to build it.

Method of Catalogue

There are a number of ways in which Inte-
grated Circult Technology may be catalogued. We
may ceatalogue it by process, by materials used,
by physical form or arrangement, by the basic
circuit parameters, by the energy forms and trans~
formations, by generic circuit function and,
finally, by specific circuit function in a repre-
sentative system. For simpliclity we have chosen
to subdlvide by baslc clrcult parameters:

1. Insulation
2. Conduction
3. Resistance



4, Capacitance

5. Inductance

6. Special Networks

T. Active Elements and Substrates
8. Encapsulation

9. Mechanics
10. Design.

The above catalogue is by baslc circult par-
ameters rather than one of the other means of
clagsification because for a survey such a break-
down seems to be most meaningful end concrete.

In developing these basic elements we some~-
times use the bulk properties of the body of the
substrate, sometimes operate at or close to the
surface by alloying or diffusion, and sometimes
build the element on top of the substrate by _
epitaxial growth of semiconductor materials,
evaporation, plating, or other means of deposition
of thin films of material. The mechanical, ther-~
mal, electrical, and chemical interactions result-
ing from these new approaches to electronic cir-
cults have introduced both new problems and
indeed a new science.

Insulation

Electrical insulation is required in all but
the most triviael Integrated Circults. ZExtrinsic
techniques of insulation include cperations ex-
ternal to the substrate. The developtent of
extrinsic electrical insulation includes anodiza-
tion, vapor phase deposition of dielectrics by
pyrolysis, evaporation, and plasma deposition
techniques as well as the conventional mechanical
coating. Intrinsic insulation includes any
method of ilgolating fields or current flow within
a semiconductor or other substrate. Among these
are thermal oxldation, fabrication of an isolating
layer of intrinsic semiconductor material, and
creation of one or more back~biased Jjunctions.

Anodization is the formation of an ingulating
oxlde over certain elements, usually metals, by
electrolytic action. The most commonly anodized
materials are tantalum, aluminum, titanium, and
niobium. Anodizetion 1s a particularly useful
form of insulation where protection of a conductor
1s required since the base metal can form the
conductor and the snodized surface layer can form
the Insulator. Since anodized films of tantalum
can be controlled to a high degree and possess a
dielectric constant of aspproximately 25, the
process finds wide application in formation of
capacitor dielectrics. The high dlelectric con-
stant becomes e disadvantage as the frequency of
the energy to be insulated increases.

Pyrolysis as used here is the thermal de=~
composition of a volatile chemical compound into
nonvolatile and volatile byproducts. It is gen~
erally carried out in an inert carrier gas and
this fact distinguishes it from vapor plating,
which generally uses an active carrier gas such
as hydrogen or steam. Silica, silica-based glasses,
end silicone polymers have been deposited success-
fully.
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Evaporation is the deposition in high vac-
uum of insulstion thermally liberated from a
parent gource. Silica filmg of low optical ab-
sorption have been produced by electron bombard-
ment of the parent oxide. The technigue has
importent possibilities in the area of direct or
mechanically masked insulation deposition.

Plasma Deposition involves the spraying of
highly excited atomic particles of the insulator.
Heat, commonly obtained by electrlic arc or hydro-
gen flame, is the source of excltation and almost
any elementary material can be applied to almost
any surface by the method. The disadvantages are
the grossness of the spray process and the high
temperatures involved.

Mechanical Coating covers the spraying,
painting, or other physical application of organic
and inorganic insulators and finds certain appli-
cations in the grosser insulation of Integrated
Circuitry.

By means of extrinsic techniques broad ares
dielectric film insulation has been %eveloped
with field strengths in excess of 10° volts/cm.
These insulating films can be reproducibly ob-
tained to thicknesses in excess of 10 microns.

Thermel Oxidation 1s here used to denote the
formatlon of a self-oxide upon the exposed sur-
faces of a semiconductor. The intrinsgic insula-
tion of silicon has been developed to & high
degree by thls method. Oxidatlon of parent me-
terial can be used to insulate broad areas and
algo PN Junctions.

Intringic layering refers to the method of
separating two regions of conductive semiconductor
by & region of near intrinsic semiconductor ma-
terial which differs enough in resistivity from
the adJjacent reglons to serve as an Insulator.
‘The epitaxial growth of silicon 1s a promising
method of providing layers of Intrinsic meterial.

Back-bisged Junctiong may be formed within
semlconductor substrates to provide a type of
insulation. With reasonsble values of reverse
blas the capacitance across a graded Jjunction can
be reduced to the point of inslignificance for low-
frequency applications. The division of semi-
conducting substrates into two or more regions
isolated by reverse-biased junctions opens the
way to an eventual increase in the number or
complexity of the functions that might be built
into a single substrate. A disadvantage of the
technique ig the collection of any minority
carriers in the area.

Conduction

Conduction 1s used here to indicate electron
current on or in substantially ohmic msterial of
negligible resistance. One of the goals of Inte-
grated Circultry is to achieve integration of
circult functions on and within substrates so that
ohmic connections from one locatlon on the sub~
strate to another are drastically reduced or
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eliminated. In cases where this is impossible or
impractical, extrinsic conducting paths are form-
ed by evaporation of metals, by painting or plat-
ing of conducting stripes, by sputtering, by
pyrolysis or by mechanical coating. Intringic
conduction can be accomplished by development of
degenerate regions within the gemiconducting or
substitute substrate. We can do thils by creating
alloyed, epitexial, or melt grown regions during
or following crystal growth.

Evaporation of conductors covers the vapor-
lzation of metals at high temperstures in vacuums
of 10""mm Hg or better. The metalllc vapor moves
in substantilally straight lines onto a substrate
which msy be mechanically magked to limit the
deposition to degired regions. The substrate must
be very clean and must generally be raised to an
elevated temperature in order to assure intimate
contact of the particles with the substrate after
impact before solidifying. Alternative means of
producing conductive patterns involve coating an
entire surface and subsequently removing unwanted
conductive material by one of a number of tech-~
niques. Evaporation may be of a single metal or
of an alloy. In the latter case the deposition
may be made simultaneously from a common source
or sequentially from separate sources, after which
the substrate may be heated to produce an alloy on
the surface of the substrate. If the alloy pene-
trates the substrate, as in the cage of a gemi~
conducting substrate, the result is classed as
intrinsic.

In the study of conductors by deposited
techniques, resistivities below one orxder of
magnitude higher than metal conductlon have been
achieved. Where mechanical or thermsl consider-
ations make adhesion more important than achieving
the lowest ohmic resistance the introduction of a
chrome-gold alloy has been useful.

Sputtering differs from the evaporation
procegs discugsed above in the condltions under
which the conductive material reaches the sub-
strate. Sputtering is the result of a glow dis-
charge between an inert anode and a bombarded
cathode of the desired conducting material.
Because the presence of gas at 102 4o lO“hmm Hg
1s necessary for the generation of the ionized
bombarding molecules, the sputtering process is
inherently harder to keep clean. Even so the
process has certaln advantages over vacuum
evaporation in the relatively low temperatures
needed or generated in the gystem, and thus the
lower chance of contamination from the evapor-~
ative source. It finds one of its most important
applications in the production of thin films of
tantalum for resigtorg or capacitors.

Pyrolysis as used for deposition of conduct-
ing films is the same process discussed previously
for ingulators. It has the advantage of flexi-
bility of materials and conditions of deposition
but the disadvantage that the deposited material
cannot be masked by mechanical shields as satis~
factorily as the vacuum evaporated materials.
Pyrolysis finds application where an entire
surface can be coated ag for electrogtatic or
magnetic shielding, or where the unwanted material

can be removed selectively after deposition.
Pyrolysis may also be carried out on selective
regions under certain circumstances by employing
a catalyst.

Plating of conductors includes electro-
plating, chemical or electroless plating, and
vapor plating. Electroless plating tends to cover
everything as does vapor plating. Selective
removal of unwanted materiel can be combined with
electroplating to builld up conducting paths. Both
electroplating and electroless plating suffer from
danger of contamination from the wet chemistry
involved. Vapor plating is capable of achieving
high-purity deposition.

Mechanical Coating includes conducting glass
pastes which can be painted onto gross terminal
pads to bridge irregularities that wvaepor deposi-
tion cannot manage. It algo includes various
solders that may find temporary use 1n meking
conductive paths to external terminals. The
conductive glasses have the advantages of bonding
well to many substrate materials and of reagonable
match in thermal expansion coefficilent.

Degenerate Reglons are regions within a
semlconductor substrate in which the conductivity
is very large and in which carrier transport is
essentially ohmic. These reglons are generally
produced by alloying near saturatlion concentrations
of a doping impurity into a specific pattern.
Because of thls method of formation the paths are
generally at the surface of the substrate. By
control of the intrinsic techniques mentioned,
resistivities of 10-3 to 10~% ohm-cm can be ob-
tained and in general may be considered to be
feagible for internal conduction.

Connections from one Integrated Clrcult to
the outside world or to another subsgtrate are
treated in the Section on Mechanics as in con-
duction of heat away from dissipative elements
within the Integrated Circuit.

Reglstance

Regilstance may be provided in Integrated
Circults in at least four ways. The three
intrinsic ways are by bulk reslstivity, by trans-
verse conduction in thin diffused back-biaged
regions within a semiconductor substrate, or by
an epitaxial layer of opposite Impurity back-
blaged with respect to the parent substrate. The
extrinisic way is by deposited thin~film resist-
ors on top of the substrate. Each method has
particular advantages for certain applications
and a complete Integrated Circuit capability
requires mastery and evaluation of each. Both
methods may be sensitive to their ambients.

Anodized Tentalum, Titanium, or Aluminum
films provide an attractive method for obtaining
highly precise resistance values. The initial
deposit of these metal films is relatively thick
and 1s easily formed by the vapor plating and
vacuum deposition techniques previously cited.
After deposition, the metal film can be trimmed
to a precise value by anodizing the outer surface
of the metal film to its oxide which is an




insulating semiconductor. Since the oxide thick-
nesg is a direct functlon of anodizing voltage,

a high degree control of the remaining metal film
thickness can be obtained. Resistance fllms in the
10 to 500 ohms per square range can be obtained
With:tl/h per cent reproducibility. Accurate
layout of these resistance films is achieved by
the application of photoresist technlques to de-
fine areas of anodization. The unanodized f£ilm
‘can be utilized to form conduction elements.

Tin Oxide films have reached sheet resistance
values of over 5000 ohms per square. With con-
ventional resistance patterns, values of up to 1.0
megohm can be achieved. The films are produced by
hydrolysis in a technique that has been brought
to a high degree of development.

Indium Oxide filmg have been produced by a
two-step metalllizing-oxidizing process involving
a vacuum deposition of pure indium in a low
pressure pure O atmosphere followed by a low
temperature (below 200°C) thermsl oxidetion for
several hours. This low temperature technique
has application in instances where higher tem-
perature resistance fabrication would damage
other temperature sensitive thin-film functions.

) Nichrome films can be evaporated directly on
clean substrates by volatizing the alloy from a
tungsten heater. These films show excellent
adhesion when substrate surfaces are heated to
300°C. Nichrome resistance filmg can be repro-
ducibly deposited and show relatively high sta-
bility on standing. They possess an average
temperature coefficient of resistance of 6 x 10-7
ohms per ohm per degree centigrade over the tem-
perature range =50 C to 150 C. However, these
filmg have low resistivities which limit their
application to 500 ohms per square. In addition,
the surfaces of unencapsulated Nichrome films
are prone to a certain amount of corrosion and
oxidation which limit compatibility with other
thin-film circult element fabrication. Specilfic
geometries of Nichrome resistance elements are
usually achieved by the use of mechanilcal masks
during evaporation. These films are quite amen~-
able to forming ohmic contacts with other metal
films.

Bulk Regigtivity makes use of the gross
geometry and parent material of the semiconductor
substrate. It 1s easily controlled but is suit-
able only for relatively low values of resistance
based upon maximum usable resistivity of ~500
ohm-cm, Since bulk resistivity of 500 ohm-cm is
not compatible with present semiconductor base or
collector technology, a more realistic upper
1imit is 100 ohm-cm with the most compatible
value probably lying between 10 and 30 ohm-~cm.
Bulk resistivity has the additional handlcap of
a complicated temperature coefficient. This
temperature dependence can occaslonally be turned
to advantage in circuit applications for tem-~
perature compensation of specific types of circult.

Diffused Back-biaged Regiong cover the class
of resistors formed by transverse conduction with-
in a thin diffused back-biased layer of semi-
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conductor. They cover a much wider range of val~-
ues and have additional advantages in their
possible range of temperature coefficients. By
control of the diffusion profile it is possible
to achieve positive, negative, or substantially
zero temperature coefficient at room temperature.
The difficulty in using diffused resistors in
practical circuits lies in thelr great sensitivity
to the back-biasing voltage including the self-
generated component of back biag caused by the
voltage drop in the resistor. Where very high
resistance of non-critical value 1s required,
diffused resistors may have great value. Their
other attractlve application is in circuits
needing an electrically alterable registance.

Epitaxially Grown Resigtive layers can form
resistive regions with useful characteristics.
The method is similar to the diffused back-blased
resistance described above but the epitaxial
process promises better control of the junction
characteristics. The epitaxial resistor requires
a compatible masking technique during layer
growth if mesa techniques and wet chemistry are
to be avoided.

Capacitance

A number of methods have been developed for
providing Integrated Circuilt capacitance. Capac~
itance may be provided intrinsically by reverse-~
blased semiconductor Jjunctions, by self-bilased
Junctions or extrinsically by deposited thin~-film
capacltors using gold or some other conducting
film as a counterelectrode.

Anodized Tantalum, Titanium, Aluminum, or
Niobium can be used to form the lower conducting
layer and dielectric of deposited thin-film
capacitors. After the desired thickness of
dielectric has been formed, a counterelectrode
of some conducting material is deposited to
complete the capacitor. The films are generally
deposited by evaporation or gputtering. Sub-
sequent anodization can be controlled to a high
degree and pinholes cleared before deposition of
gold as the counterelectrode. Ratings of 5.0
volt microfarads per square centimeter at 50% of
breakdown voltage are now state of the art.

Titanium, Aluminum, and Niobium, can also
be anodized with useful characteristics. Alumi~
num oxide has a dielectric constant less than
25% that of tantalum but has almost twice the
working voltage for the same forming voltage.
Unless the counterelectrode ig of the same ma-
terial as the anodized material, this type of
capacitor is polar.

Deposited Metal Oxide Glasses can be sand~
wiched between deposited conductors to form an
alternative thin-film capacitor. Here the di-
electric constant is much lower than either of
the anodized dielectrics mentioned above but the
use of low melting silicate type glasses avolds
some of the problems of the anodized capacitor
process. Deposited metal oxide glass dielectric
capacitors can be fabricated at lower temperatures
than are required in the deposition of tantalum.




Deposited Ferroelectrics offer attractive
possibllities as dielectrics for thin-film capa-
citors. Chief among the attractlions 1s a di-
electric constant for barium titanate three orders
of magnitude greater than that for the gilicate
type glasses. Such a dielectric might also have
important contributions stemming from its non-
linearity and polarizable nature. The chief dis-
adventages appear to be a limited operating range
of temperatures and instability or deterioration
of electrical properties. Work with deposited
ferroelectrics 1s in the early exploratory stage.

Diffused Back-~biased Junction capacitors
depend upon the depletlon layer as dlelectric and,
for step junctions at low voltages, can provide
on the order of 1 volt-microfarad/sq.cm, However,
since the width of the depletion layer varies with
the magnitude of the reverse bilas, such capacitors
are electrically alterable with the magnitude of
their effective capacitance depending on their
bias. This voltage dependence can be an advantage
or disadventage depending on the use to which the
capacitor must be put.

Reverge-blaged Jjunctions act as capacitors
whose value depends not only on the junction area
but also on the width of the depletion region at
the Jjunction. This width depends upon the im-
purity concentration gradient on each side of the
Junction and upon the reverge voltage applied
across the junction. Since the normal diffusion
process produces a graded junction, capacitors
formed by diffused Jjunctions tend to have lower
values of capacitance at the same blas than
either the alloyed or the epitaxially grown
Jjunctions discussed below.

If current flows parallel to the Junction
outside the depletion region, the biasg on the
Junction will not be everywhere the same. In
perticular, if current flows through the bulk
resistance of the substrate beneath a shallow
diffused but otherwise unblased Jjunction, the
floating junction will conduct to equalize po-~
tential at one end and will thus back~blag the
rest of the junction. The result can be useful
in circuits where a small capacitance is needed
to bridge a load or coupling resistor. Note that
this conflguration is really a passive network of
digtributed resistance and capacitance.

Alloyed Back~biased Junction capacitors tend
to have a much steeper impurity gradilent across
the Jjunction on one side while maintaining prac-
tically the impurity concentration of the parent
substrate on the other. The approximation to a
step Jjunction is much better than in the diffused
case and much higher values of capacitance at low
reverse bias are possible. Because of the rela-
tively low impurity concentration of the sub-
strate, the total depletion layer is very nearly
as wide at large values of reverse blag as in the
diffused~-junction case.

Epitexiel Back-biased Junction capacitors
hold promige of the ultimate attainable in
reverse-blased junction capacitors. In addition
to being more amensble to control than the alloy
process, they are able more closely to approximate

the step Jjunction from high impurity concentration
of one type to high impurity concentration of the
other. Thig means that they should be capable of
having the maximum capaciltance, at low values of
reverse blas, of any Jjunction capacitor. It also
means that thelr voltage dependence should be more
predictable.

Thermal Oxidation on the surface of a semi-
conducting substrate can provide the dielectric
for a hybrid type of capacitor in which one plate
1s the semiconductor substrate and the other plate
is a thin metellic film. Such hybrids can have
occagional applications as special networks.

Where precige and voltage~stable capacitors
of less than a microfarad are needed, deposited
thin films of tantalum, titanium, aluminum, or
nioblum can be anodized with good control. High-
voltage or nonpolar capacitors with small values
of capacitance can be fabricated reliably using
silicate glass type dielectrics sandwiched between
metal film electrodes. Voltage varilable capacitors
or non-critical coupling capacitors can be formed
in semiconducting substrates by back~biased
Junctions.

Inductance

From an Integrated Circuit point of view,
inductance 1s without doubt the most difficult to
obtain of all the basic circuit parameters. The
major difficulty is the requirement of a volume
for the storage of magpetic flux which does not
lend itself readlly to Integrated Circuitry.
Furthermore, the coupling of energy to the volume
poses the requirement of a coil that ig not easily
achieved by deposited film techniques. Both a
square-~loop and a linear regponse are required
for a general systems capability.

Depogited Nickel-Iron Filmg are among the
extrinsic means available for storing energy
resulting from the flow of current. Deposited
nickel-iron films of 82%-18% composition and
10003 to 40004 thickness have been used for
storing energy for loglcal matrices and as small-
valued low-frequency inductors. A requirement is
the presence of a magnetic field during the depo-
sition process to orient the magnetic anisotropy.
Unfortunately this limits the magnetic film
conflguration to simple forms. If the driving
magnetic field is applied in the direction of the

"easy" megnetization of the domains, a square~
loop B~H curve results which 1s useful for memory
and for magnetic logic applications. When the
megnetic field intensity is applied normally to
the direction of "easy" magnetization, a more
linear B-H curve results which 1s useful for
linear systems and impedance transformation.

Deposited Ferrites have possibilities as a
second extrinsic technique for obtaining induct-
ances Glass, which is a mixture of metal oxides,
is currently being deposited by the pyrolytic
decomposition of suiltable metallic-organic esters.
The reaction temperature required to form the
ferrite material from mixed oxides is in the
order of 300°C, Since ferrites do not have the




same magnetic anisotropy as thin nickel-iron
films, no magnetic field i1s needed upon deposition
and the form factor is not limited as it is with
metallic films. Magnesium-manganese ferrite ma-
terial provides a square~loop B-H curve and is,
therefore, sultable for magnetic logic elements.
Mengenese-zinc ferrite provides a high uQ linear
msterial usable to about 500 ke. Nickel-zinc
ferrite provides a highyp Q linear material suitable
for the frequency range 0.5 to 100 mc. By proper
masking methods it is possible to form thin-film
solenoids which surround such deposited ferrite
materials and provide a means for coupling energy
into and out of the material. Finally ferrite
materials possess variable permeability which is

a function of the applied dc magnetic field, and
this can provide a control element for ac magnetic
flux. Such variable inductors can serve as elec-
tronic tuning elements or other control elements.

Air Core Geometries are sultable for r.f.
colls and other high~frequency small-valued
inductors. It is possible to deposit "alr core"
pancake-type windings of thin-film conductors.
When assoclated with thin-film ingulators of low
dielectric constant the pancake-type winding can
be formed in multilayers to increase the total
inductance of the element.

Inversion of Capacitance-by Active Element
networks 1s among the intrinsic techniques for
obtaining inductance. Field effect semiconductor
devices can provide an impedance inversion
function. By this means a low-Q capacitor can be
made to appear as a high-Q inductor for circuit
applications where resonance is not required.

Ferrite Substrates provide the possibility of
using a single or multi-aperature ferrite material
both as an inductive core and as a substrate for
other Integrated Clrcuilt elements. The coupling
to the ferrite can be achieved by thin~-film
conductors. These elements, because of the de-
pendence of their permeability on the applied
field, can also serve as a means for controlling
magnetic flux.

The Inductance Diode ig another intrinsic
approach to the problem of providing inductance
for Integrated Circuits. Although this device is
still in the early experimental stages a number
of workers in the fleld have succeeded in meas-
uring inductive behavior of germanium diodes. The
meximum effect is found with alloyed or near-step
junctions in which the injection efficiency i1s
close to unity. Chief difficulty in measuring or
applying the observed inductive behavior is the
instability of the inductive effect, both with
current through the device and with temperature.

The problems surrounding the incorporation
of inductance in Integrated Clrcultry are severe
and first efforts at Integrated Circult design
will probably try to accomplish the desired equip~
ment functiong without the use of inductance.

Special Networks

A few basic circuilt parameters are of & hybrid
nature and do not fall loglcally into any of the

pure parameters discussed above.

Deposited Distributed R-C networks are
among the extrinsic examples of functions that
cannot easily be duplicated by lumped constant
circuits. A simple example of this is an ano-
dized tantalum registor upon which has been de-
posited a counterelectrode of gold or some other
metal. Each part of the registor has a capacitive
relationship through the anodized dielectric to a
unipotential conducting plene. The result is a
series resistance with distributed capacitance
acting all along its length.

Deposited L~C networks are in the same class
of difficulty as ordinary thin-film lumped induct-
ance. About the only simple example is the pan-
cake alr core coil deposited as the counter-
electrode of a deposited and anodized tantalum
capacitor.

Transformer=like thin~film configurations
have been proposed but both distributed I-C and
thin-film passive impedance transformation for
Integrated Circuitry are in the early experimental
state.

Diffused Back~biased R~C networks are similar
to the thin-film extrinsic kind except that they
are voltage sensitive as to their capacitance and
sometimes even their resistance. If the current-
carrying diffused layer is thin enough, or if the
back~biased junction is between the parent sub~
strate and a thin current carrying epitaxial
layer, variation of the reverse-blasing voltage
will affect both the series resistance of the
thin layer and the shunt capacitance to the sub-
strate. Such a configuration can form a tuning
unit in a phase-shift oscillator or feedback
amplifier.

Bulk Regonance effects such as the piezo-
electric resonance of specially cut quartz
crystals are classed as intrinsic special networks
even though they normaelly occur in other then
semlconducting substrates. In the case cited,
the mechanical motion of the crystal would prob-
ably be disastrously demped by using it as the
substrate for other Integrated Circults, but it is
concelvable that thin-film circuits could be laid
out entirely along nodal lines.

Active Impedance Transform Networks cover a
wide and largely undeveloped field. Their scope
extends from the lmpedance transformation char-
acteristics of ordinary non-integrated devices
such as transistors and field effect devices, to
vague and esoteric proposals for active delay
networks and hybrids of active and passive
phenomena..

By definition, the functions included in this
category do not in general exigt in e one-to-~one
correspondence outside the golid state. For this
reagon they are perhaps closer than some of the
other basic circult functions to being Integrated
Circuits themselves. The members of this category
are expected to increase as new integrated phen-~
omens are developed.
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Active Elements and Substrates

The active semiconductor elements useful in
Integrated Circuitry include the logic diode, the
breakdown or zener diodes, various multilasyer di-
odes, the mega transistor structure, the flat or
oxide~-magked mesa, the unipolar transilstors,
various other field effect devices, and compound
translstor-like elements. The list of non-semi-
conductor active elements includes ferromagnetic
and ferroelectrlc elements and many others.

Vepor Deposition of Semlconductor Active
Elements on a passive substrate is undoubtedly the
most important extrinsic technique in thls cate-
gory.

To date, no one has reported on the deposition
of large-area nondegenerate single-crystal thin
films of semiconducting material on an insulating
substrate. When this technique is fully developed
1t will be possible not only to build complex
‘active functions but to build them on either
active or passive substrates as the gituation
dictates. One of the most important consequences
following on the eventual achievement of the thin-
film deposition of active semiconductor elements
will be the removal of the topologlcal-electrical
limit to the number of active elements that can be
bullt into one semiconductor substrate. Another
will be & decreage in the minimum capacitive
coupling attainable in an Integrated Clrcuit.

Vapor Deposition of Nonsemiconductor Active
Elements on a passive substrate can make ugeful
many previously overlooked solid state effects.
Both ferroelectric and ferromagnetic materials
are unique in that certain of thelr basic prop-
erties, such as dlelectric constant or permea-
bility, can be readily changed by the application
to the material of an electric or msgnetic fleld
of the proper magnitude. This property has been
utilized in microcircuits for the purpose of
circult tuning. When the problems of the depo-
sitlon of coherent films of these materials are
overcome, an entirely new generation of active
clrcult elements will be possible, utilizing the
nonlineaxr properties of ferroelectrics and ferro-
magnetics to actively tune circuits, act ag band-
pass filters, and so forth.

Applique of Actlve Elements hag been the
universally used extrinsic expedient since thin-
film semiconductor active elements do not yet
exist on insulating substrates. The active ele-
ments are attached to passive substrates to make
a hybrid structure. . They may elther be conven-
tional or special microminiature elements in cans
with leads brought through the passive subgtrate
and soldered, or they may be unencapsulated or
self-encapsulated devices mechanically and elec-
trically affixed on the passive two-dimensional
substrate.

Conventionel Active Element Design can in
general be transferred directly to Integrated
Circuit applicatlion. Intrinsic techniques for
creating active elements within semiconductor sub-
strates include doped or rate-grown junctions in

crystals as pulled from the melt, alloyed junc-
tions, diffusged junctions, vapor-grown Jjunctions
as epltaxially oriented overgrowth and hybrid
Junctions where one side of the Jjunction is the
result of one process and the other of another.

Epitaxial Technigues of growing silicon
leyers on silicon parent stock are among the
most promising tools in the area of three-
dimensionel Integrated Circuits. Vapor phase
epitexially oriented overgrowth was first de-
veloped in Burope and has since been intensively
studied and applied by American masterials and
components manufacturers.

The epitaxial process permits & number of
degirable Improvements over conventionsl active
element technology. The previous requirement
with active semiconductor substrates that the
active elements be fabricated within the sub-
strate becomes within or on the substrate. The
substrate can now be a lower resistlvity than
could be tolerated when it had also to form the
collector Jjunction of our active elements. Large-~
area step Jjunctions are now much more nearly a
reallty and the only diffusion effects are those
occurring at the Jjunction while the epitaxial
layer or layers are being grown.

There are many facets of the process that
need exploration and development but the pros-
pective rewards are great - both from the stand-
point of new and hitherto unfeasible active and
passive elements and from the standpoint of
logical extension to automated, low cost, and
highly flexible Integrated Circuit agsembly
processes.

Form Controlled Growth. In the extension of
their studies of semiconductor crystal growth a
number of companies are developing methods of
ribbon crystal growth. The basis of all this
work is the ability to control the shape and
structure of & growing semiconductor crystal as
it is drawn from the melt. In some cases the
ribbon igs & dendrite pulled from a supercooled
melt, in other cases different means of obtaining
ribbon shspe are used.

Ferrite Substrates. The utilization of
ferrite substrates offers a unique method of
introducing an inductive element intc the circuit.
The requirements of such a substrate are those
which must be met by any substrate, such as
surface smoothness, compatibility of thermal ex-
pansion and thermasl conductivity with other
active elements and physical strength. The use
of a magnetic substrate impoges additional re-
quirements. Magnetostrictive effects might
present the problem of maintaining a bond between
the substrate and deposited filmg, as well as
changing the electrical properties of the films
through thelr electrostrictive properties.

In order to take full advantage of a magnetic
substrate, the magnetic properties of the material
must be matched to the particular requirements.
For inductive purposes a low loss, high permea-
bility material would be required, suitable for
use at the frequency of interest. The tempera-
ture coefficlent of permeability might be




important where large fluctuations of the ambient
temperature are antlcipated.

The geometry of the substrate would depend’
upon the method used to couple the magnetic fileld
into the circuit. One method consists of laying
down the coil as a thin film on the surface.
Another consiste of providing holes in the substrate
through which, or around which, wires can be
wound.

Encapsulation

The encapsulation problem is a critical one.
Achievement of desired performance, control, and
religbility of semiconductor active elements, and
to & lesser extent passive components, 1s de-
pendent upon reliable and well-founded solutions
to the protection of surfaces from the migration
of contaminants in the ambient. These include
moisture, radiation, and many other forms of con=-
tamination.

Hermetic Seal has been the most widely used
and ufitil recently the only satisfactory means
of protecting semiconductor devices from contami-
nation. In the initial work with Integrated
Circuitry the hermetic seal will undoubtedly
continue to be used. A number of companies have
made great strides, however, in developing other
means of encapsulation and the hermetic seal
should be considered only as a temporary expedient.

Low Melting Inorganlc Glasses have shown
remarkable success in improving device perform-
ance and reliability. The glass may act as an
ion getter in cleaning up surface contaminants
and it protects against 100% humidity for over
10,000 hours. Protective films can be deposited
from the vapor phase over large surface areas.
Their application is limited, however, by the
facts that they may be soft at room temperature,
that sulphur in the glass reacts detrimentally
with certain thin-film materilals, and that ther-
mal expansion in mating with lead materials may
cause difficulties.

Inorganic Film Pyrolysis offers a number of
advantages: it is free from pinholes, does not
affect the device, has high dielectric strength,
has high chemical and physical durability, has
low volume permeability to moisture, and requires
only low device temperature during encapsulation.
Although the work with pryolitic glass is not
widespread, there are indications that this
approach will have wide applicability to the
physical and chemical protection of Integrated
Circuit Functions of the future.

Anodization has already been discussed under
Insulation, Resistance, and Capacitance. It uses
the parent metal in the oxide formetion.

Accelerated Thermsl Oxidation is a moderate
temperature reaction carried out at atmospheric
pressure which can form a completely protective
glass type layer by conversion of in gitu material.
A characteristic of this process 1s that it applies
only to material capable of being converted to
glass, and hence is most applicable to silicon
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surfaces. In the self-encapsulation of a silicon
device, therefore, the process leaves substantial-

1y untouched the leads or contacts. This feature

has advantages for straight device fabrication

but is of restricted applicability where thin

films and semlconductors are combined in Inte-

grated Circuits.

Surface Stebilization is an attractive
possibility involving the deliberate addition of
something to the surface of an active element
which ties up all the possible loose ends and
leaves the surface indifferent to subsequent
contamination.

Mechanics

The mechanicg of Integrated Circuitry are as
much a technique ag the realization of any circuit
element. They include form factor, masking,
thermal conduction, access, and interconnection
of the Integrated Circuits with each other and
with the outside world.

The Form Factor includes the size and shape
of the substrate and must take into account such
things as heat removal, replaceability, access-
ability for test, position of leads, and so
forth. The initial form factor must allow for
hermetic geal of each Integrated Circuit. A
second step will probably be individual surface
passivation or self-encapsulation with a number
of related circuits in one can for protection.
Ultimately, surface pasgsivabtion will probably
also constitute physical protection and the
individual circuits will be entirely self-
encapsulated.

Magking 1s another area falling within the
field of Mechanics. Masking is chemical insu~
lation during the febrication process. Chemical
insulation as used here refers to means of
regtricting the action of chemical etches and to
masking portions of the substrate during evapor-
ation, alloying, and/or diffusion. Metallic
masks are a standard part of the art for evapor-
ation as are the photoresist techniques and wax
coating for etch protection. Recently added as
standard art are self-oxidation and vapor depo-
sition of glass which give promise of simplifying
mask technology by an order of magnitude and
reducing complicated micro layout to a photo-
graphic reduction of standard art work.

The Interconnection of two or more Inte-
grated Circuits is one of the most important parts
of the program. It may well be the most important
consideration facing all of Integrated Circuitry
at this time. Interconnection covers not only
the commnication of the Integrated Circuitry
with associated equipment but also the communica-
tion and supply of power between substrates. As
such it includes some of the most important and
perplexing problems in the field. If size, weight,
and reliability must remain tied to our presgent
method of plugs and intercomnecting wiring, much
of the impetus of Integrated Circults is lost.

Present efforts make use of ohmic connec-
tion,in some cases in the form of strips of

N
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conductor sandwilched between isolating ground
planes. Such low impedance strip lines have a
number of advantages from the circult standpoint
but the difficulties of removal and replacement

of a particular circult are formideble. Ultimate-
1y, other means of coupling (in addition to ohmlc
connection) will be used. Magnetic, capacitive,
photon, and ultragonic coupling are possibilities
as means of conveying information and power.

Designability -

The development of an Integrated Clrcultry
depends not only on being able to fabricate and
interconnect the baslc circuit parsmeters dis-
cussed above but also on knowing what techniques
are compatible with which, what range of parame-
ter values are reallzable, what reliabllity indi-
vidual circuit functions may be expected to have
and what control is possible in the constltuent
procegses. It depends on the design of processes
that fit into automated mesnufacturing methods.

It depends on building into the manufacturing
methods, from initial conceptlon onwards, suffi-
cient flexibility that the output of the product
line can be changed easily and qulckly to yield
a different Integrated Circuit.

Finally, the wildespread development of Inte~
grated Circultry depends on being able to accom=~
plish all the necessary functions and operations
economically. In the last analysis, it is cost
that will determine the acceptance and use of
Integrated Circuitry. If a particular fabrication
procegg cennot be made economicelly competitive,
it is the wrong process.

Conclusion

Microsystem electronics has struggled through
a variety of stages on the way to maturity. Un~
doubtedly it has a long way yet to go. But the
need, significance, and accomplishments to date
are such that it can no longer be ignored by the
computer industry. For a while it will be uged
mainly by those for whom nothing else will do,
primarily because of size and weight. After
reliability is proven there will probably be
another period when the main use will be In mili-
tary applications. Developments during this
period will determine whether Integrated Circuitry
spreads throughout our electronics industry or
remaing with a few speciallized applications. The
determining factor will be cost. If the ultimate
cost can be brought down to that of conventilonal
computer circuitry, Integrated Circultry will take
over large segments of the electronic computer
Industry.

Such an acceptance of Integrated Circuitry
will force another integration. During the prov-
ing period computer menufacturers will probably be
willing to design thelr equipment around aveilsble
integrated circuits, but the time will come when
the computer design engineer will demand greater
freedom of cholce in gelecting the particular in-
tegrated circuits from which he bullds his me-
chine. When this happens, and 1t surely will
heppen, our industry will go through some inter-
esting gyrations; computer equipment companies will
be pushed into the semiconductor and solid state
materials and components business, and the semi-
conductor products manufacturer will be forced into
the systems engineering and equipment febrication
business. The end point will be remarkebly simi-
lar for the two, even though there will always be
differences in accent and degree. When dynamic
equilibrium is reached, not only the electronic
circultry but the people who create and use the
new clrcultry will be integrated to an extent
unknown today.

There will always be specialists, as there
always have been, but the new speclaliste will
heve a broader base which will frequently extend
into more than a single sclentific or technological
digecipline. The new specialist will understand
and speak the languages of the agsociated disci-~
plines and will contribute his point of view in
matters that previously were considered the ex-
clusive concern of others. The chemist and the
metallurgist will take their rightful places be-
side the solid state physicilst, the circuit de~
signer, the systems engineer, and the statistician,

The successful integration of computer cir-
cultry will depend upon demonstrating adequate
control of degignable, compatible, and above all
reliable techniques.
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Summary

The acceptance tests of integrated logic-
function elements require a departure from the
notion that the parameters of the individual com-
ponents of a circuit must be known. A test program
based on external characteristics only is made
necessary by the complexity of the circuit; it is
contended, in addition, that such a test has more
valid significance than does measurement of con-
stituent parameters. It is more significant, for
example, when testing a compatible set of digital
functional blocks, to make a measurement which
gives a direct estimate of fan-out than it is to
measure the gains, leakage currents, and resistor
values in the output stages.

This paper will discuss the validity of this
concept and describe a program of tests based on
the concept.

Introduction

In the production testing of integrated logic-
function circuits, we face two familiar problems:
first, the test must insure that the device oper-
ates properly over a wide range of environments,
yet it is desirable that the test be performed at
room temperature. Second, the test must not only
reject those which are initially inadequate, but
it must reject those which are predictable future
failures. 1In addition to these usual require-
ments, in testing functional blocks a third
problem soon becomes evident: the integrated
logic circuit contains some active and passive
constituents whose individual parameters cannot
be measured, due to the circuit in which they are
incorporated. Further, the device contains
several internal circuit nodes which are not
accessible for measurements once the device is
packaged and complete. In short, in each circuit
some device parameters would be unmeasurable if
we could get to them . . . and we can't.

This, then, is the new problem posed by the
functional-block circuit: the complexity of the
device dictates that no meaningful reliability
tests and evaluation can be performed unless they
be tests of external characteristics. We can no
longer be concerned, for test and evaluation pur-
poses, with the parameters of every active and
passive constituent of the circuit--with the gains
of the transistors, for example--or even, for that
matter, with the distributions of those param-
eters. We must be able to test a completed inte-
grated circuit by examining only its external

characteristics in such a way that we can accu-
rately determine that its present operation is
satisfactory and, as important, that we can
expect continued operation over wide environmen-
tal conditions. If this cannot be done, there is
little point in continuing with an integrated
circuit program.

We will support the assertion that this can
indeed be done by discussing a test program which
is based upon the supposition that the assertion
is correct. This will not, of course, constitute
proof; it will give, we hope, an intuitive confi-
dence that the probability of success is high. A
theoretical proof of the adequacy of an "external
characteristics only'" test would be both difficult
and unacceptable. The only ultimate verification
of the adequacy of such a test procedure will be
its success in operation after millions of device-
hours.

Micrologic

The remarks above are general, readily-
apparent comments concerning the entire genus of
integrated function-block devices; the tests and
methods now to be discussed pertain to a partic-
ular species, the micrologic element.

Micrologic is a compatible and sufficient
set of integrated semiconductor logic-function
elements. Each micrologic element consists of
from one to five DCTL NOR gates; the circuit
components--resistors and planar transistors--are
diffused into a single slab of silicon, and metal
intraconnections are deposited on top of the slab.
The device is then packaged in an eight-lead TO-5
or TO-18 package. The logic and schematic dia-
grams of a typical element, the flip-flop, are
shown in Figure 1.

Effects of Parameter Distribution and Drift

Before the micrologic development program
was undertaken, some assurance was required that
the problem under diseussion could be solved.
Since the circuit configuration chosen can toler-
ate a wide variation of parameters, and since
these parameters might not initially be measur-
able, assurance was required that those parameters
far from the expected value would not drift with
time, causing subsequent failures. Intuitively,
the inherent stability and reliability resulting
from the planar process gave this assurance.

To investigate these questions, flip-flops
were made up of conventional components, using
the circuit configuration proposed for the future
integrated '"F'" element; the transistors used were
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Figure 1. Schematic and Logic Diagrams of
the Micrologic "F'" Element.

reject devices. Approximately half were V d

EBO ™

ICBO rejects and half were random rejects. The

VEBO rejects gave a 20% yield of good flip-flops,

the ICBO

indicating that the DCTL circuit configuration is

and random rejects gave an 80% yield,

relatively insensitive to wide parameter varia-
tions. One hundred fifty of these circuits were
then placed on 150°C storage test, together with

25 similar circuits made up of good transistors.

After 7000 hours at 150°C ten of these flip-
flops have failed to operate under load. Seven of
these failures were caused by leads and three by
EB shorts. There were no other modes of failure,
Environmental tests indicate that these failure
modes will not be a problem with the deposited-
metal connection method developed for micrologic
elements. The results to date in this life test
give us, therefore, a reasonable degree of assur-
ance that transistor parameters which are outside
specifications will not drift with time suffi-
ciently to cause operational failure in the micro-
logic DCTL circuit.

This first-step program of building simulated
micrologic elements thus indicated that, indeed,
individual-constituent parameters are not the
primary criteria for estimates of operability, and
that circuits which are initially good, although
they may have "poor'" constituent parameters, will
stay good.

Micrologic Test Program

The test program for micrologic elements is
illustrated by Figure 2, which shows the flow of
completed elements through the three types of
measurement phases:

1. The LOGIC SORT classifies elements as to
type and rejects catastrophic failures. It is a
go, no-go test with no data recording.

2. The PRODUCTION TEST is the phase that

incorporates the test principle we have been
discussing. It 1s a sequence of DC measurements

of the overall input-output characteristics of

the element, with no attempt made to measure
internal parameters. It is designed to determine
the present and expected operability of the element.
A go, no-go indication is given for each element,
and all measured data are recorded.

3. The LAB TEST is a measurement of all of
the internal device parameters, such as B, rb,
R.» that are accessible. These parameters are
measured and recorded over the specified tempera-

ture range.

ALL
WLOGIC = L061C SORT [ PROPUCTION SALES
ELEMENTS

" LABORATORY
— 1 LIFE AND

INFORMATION ENVIRONMENTAL-
FEED BACK < STRESS
TESTING

PRODUCTION
TEST

Figure 2. Flow Diagram of the Micrologic
Test Program.

It is relatively easy to set up a production
test that evaluates present element operability;
to devise a test that maximizes future operability
over a long time span, and under wide temperature
variations is a more difficult matter. Only with
time can the accuracy and significance of such a
test be verified. For these reasons the life-test
production-measurement loop has been set up, as
shown in gray in Figure 2. Sample quantities of
the elements which are accepted by the Production
Tester are fed into this loop; the elements of the
sample are run through the lab test and all
parameters are recorded. These elements are then
placed on operating and storage life tests. At
given intervals, they are again run through a
production test, samples are again lab-tested,
and the group is returned to the life test.

It is this loop that generates the feedback
information shown in the figure. If the produc-
tion test indicates a drift with time, the sample
sent through the lab test is increased in size,
and the parameter causing the drift is studied.

If the lab tests, made over the temperature range,
indicate that the room-temperature production test
requires modification, then the production-test
parameters, or criteria, or even test methods are
altered.

The methods, parameters, and criteria of the
production test, then, are initially set up
according to our best first guess, The recircu-
lating life-test, lab-test loop generates the



feedback information that tightens or relaxes the
production test.

As the rate of predictable failures in the
loop decreases, our confidence in the validity of
the production test measurements increases.

Let us now consider in greater detail each of
the phases of the test program.

Logic Sort. The Logic Sorter, shown in
Figure 3, uses a four-stage counter to generate

DEVICE
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]
PULSE ! i
GENERATOR
|
i
!
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= N0 - 60
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Figure 3. Block Diagram of the

Logic Sorter.

binary inputs which are applied to six "standard"
elements and to the switching network. As the
switch steps through the test sequence, the device
under test is tested first as an F, then as a G,
then as an S element, the correct inputs being
supplied by the switch, and the outputs being
logically compared to the outputs of the corre-
sponding "standard" element.

The need for a logic sort test arises from
the fact that micrologic elements may come from
the assembly process with no classification as to
type. Since the only differences among the proc-
esses for the various elements are in the masks
used, no attempt at classification need be made
from the time the wafer is diced. When an element
of unknown type is logic-sorted, the tester steps
through its sequence, and, when a correct compari-
son with a "standard" is found, the element is
sorted as that type. If the sequence ends without
a comparison, the element is rejected. The sorter
rejects any device that does not give a logically
correct output when loaded by a fan-out of two at
room temperature. Thus it acts both as a conven-
ient sorter and as a measure to prevent elements
with major flaws--such as short-circuits--from
reaching the Production Tester, where they might
cause overloading.

Production Test. As mentioned above, it is
the Production Tester that embodies the principle
of rejecting incipient failures from a series of
measurements of external characteristics. The
tester automatically steps through a different

sequence of tests for each element, setting up
worst-combinations of applied conditions, record-
ing the resultant D.C. measurements, and providing
go, no-go indication and recording.

The establishment of a production test is
essentially the definition of the criteria of what
constitutes a satisfactory device. That is, the
setting of acceptance limits implies that these
limits are the valid and significant criteria by
which one can evaluate the usability as well as
the reliability of the device. For these reasons,
we need first to discuss the factors that govern
our selection of the general criteria of usefuls
ness and reliability and then to discuss the DCTL
circuit characteristics and limitations that
determine the specific criteria; then we can
return to discuss the production test conditions
and acceptance limits.

General Criteria L4

The general criterion of acceptance of a
"good'" micrologic element is based on the follow-
ing definition: if any given system operates
correctly, utilizing a given element, then that
element is considered to be good. This definition
is, of course, a very general one, usable only
under certain conditions, namely that 'correct
operation' of the system can be clearly defined
and that the set of all circuit environments of
an element in any given system is a limited one,
permitting description of all possible circuit
configurations or of the most stringent configu-
rations,

The nature of the micrologic family is such
that these conditions are met. '"Correct opera-
tion" of the arbitrary system can be definitely
specified because it is a binary system; 'correct
operation' is, therefore, synonymous with error-
free operation.

The set of all possible circuit:environ-
ments is known because micrologic elements alone
are used in any micrologic system, and their use
in the system is constrained by the logic design
rules. These design rules specify that no more
than six transistor collectors may be connected
to a given node (i.e., fan-in), and no more than
five micrologic loads may be driven by a given
node (i.e., fan-out). The most severe input-
output conditions for any element can, therefore,
be readily derived. 1In fact, by analyzing sev-
eral micrologic digital systems, one can deter-
mine the frequency-of-occurance distributions of
the many combinations of fan-in and fan-out. A
study is now underway to determine these distri-
butions in a typical small general purpose comput-
er and in several logic subassemblies.

In summary, a micrologic system consists
solely of micrologic elements, and the set of all
possible combinations of these elements is limited
by the design rules, permitting accurate descrip-
tion of the limits of the circuit environment that
will be encountered by any given element. These
factors permit the use, for micrologic, of this



general criterion of acceptance: the element is
good if any arbitrary system utilizing it operates
correctly.

Direct-Coupled Transistor Logic

The basic circuit, and the basic logic block,
used in micrologic is the DCTL NOR gate, shown
schematically and in logic symbol in Figure 4.

+
% C=(A+B+-—-+M)

Ao\ ¢=1A3B- M)

Figure 4. The MTL NOR Circuit and
Logic Symbol.

The circuit is a simple one, consisting of a
transistor for each input and a single collector
resistor. The output of the gate is a "one" (a
positive potential) if none of the inputs is a
one.

DCTL was selected for use in micrologic
because of its simplicity, low power consumption,
high speed, and insensitivity to wide variation
of certain parameters. One limitation of DCTL is
the requirement for a transistor type which has a
narrow distribution of base current for a given
value of "on' base voltage. This requirement is
necessitated by the "current hogging' character-
istic discussed below. One phase of the micro-
logic program was the development of such a suit-
able DCTL transistor.

Current Hogging. This euphonious title
applies to the situation shown in Figure 5.

0, (ON?)

Figure 5. The "Current-Hogging' Condition.

Here transistor Q1 fans out to N loads, one of
which is a simple inverter, and (N-1) of which
are multiple-input gates, all of whose transis-
tors are in saturation. The simple inverter has
the Voo / I characteristic marked Q, on the
curves, but the other (N-1) loads have the input
characteristics of Q3> because their collectors
are clamped by the parallel transistors. For a
given node voltage V therefore, the inverter

, while each of the

BE?
base will draw current IB(QZ)
other (N-1) bases draws a far larger current,
T . There is then a good possibility that
B(Q;)

the heavy current drawn by the (N-1) loads will

not permit the voltage VB to rise high enough

E
to fully turn on Q2.

If, however, the base input characteristics
are closely uniform and if the base input resist-
ance is increased moderately, then the disparity
in input currents is greatly reduced, as shown by
the dotted curves. When these input characteris-
tics are incorporated in the DCTL tramsistor, the
current-hogging problem is minimized, and the
advantages of DCTL are made available,

Specification of Threshold Levels. 1In the
design of a logic circuit some specification
must be made of the signal levéls representing
1's and O's. 1In DCTL circuits, a one is repre-
sented by a positive potential, the level of
which is determined largely by the bases being
driven. A zero 1s represented by a near-ground
potential, the value determined by the satura-
tion voltage of the output transistors and the
number of such transistors in parallel.

The degree of saturation in the "on" condi-~
tion and the permitted amount of collector cur-
rent in the "off" condition are, within limita-
tions, up to the designer, and there are many
combinations of '"one" and "zero'" voltages that
might appear to be usable. Just what are the
limitations?

In DCTL, we are concerned, of course, with
a distributed system, consisting entirely of
closely similar gates. When we determine the
limiting values that the signal levels may take,
the solution must hold over every logic path in
any system.

The problem to be solved can be considered
in this manner: assuming an infinite cascade of
DCTL logic stages, what is the lowest "turn on'"
voltage and the highest "turn off'" voltage that
may appear at any base, under the condition that
all following stages in the cascade are alter-
nately on and off., Considering Figure 6, what
is the highest voltage that we may apply to the
base of Q, and still have the condition that Qo



Figure 6. Cascaded DCTL Inverters.

and all even-numbered transistors are cut-off,
and that Q1 and all odd-numbered transistors are
on? Similarly, what is the lowest base voltage
applied to Q0 téét insures that Q0 and all even-
numbered devices are "on" sufficiently to hold

the odd-numbered devices cut-off?

This problem can be graphically analyzed by
considering the circuit of Figure 7 together with

the curves of Figure 8. The curves indicate VCE

Figure 7. Two-transistor Feedback Loop.
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as a function of V__ for a representative group of

BE
DCTL transistors with collector resistors; the

upper and lower limits are the 3¢” points of the
distribution, The two-transistor feedback loop of
Figure 7 simulates the "infinite" cascade; transis-

tor A has a V,_, characteristic corresponding to the

CE
upper 30  curve, and B is represented by the lower

curve.

Assume initially that A is cutoff, B is
conducting and that the feedback loop is open; a

trial turn-on voltage, V y? applied to A will

BE(A

result in V at the collector of A and at the

CE(A)

base of B. For V the output of B

BE(B) ~ VCE(A)’

is seen to be V y which is lower than the

initial assumedcgéglied voltage. The applied
voltage was not sufficient, then, to switch the
stable states had the feedback loop been connected,
and it would not have been sufficient to drive a

long cascade.

In Figure 9 let us assume a higher turn-on
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Figure 9. Curves of VCE vs, VBE with

Second Trial Solution (Dashed Lines) and Thresh-
old Operating Point (Dotted Lines).

voltage V for the same circuit. Repeating

the same I:fégi (by proceeding from @ to @ ),
we find that the resultant feedback voltage is
higher than the assumed turn-on voltage, so that--
had the loop been connected--the voltage VBE(A)
was more than sufficient to insure a reversal of
stable states. This solution is indicated by

dashed lines in Figure 9. By repetition of this
graphic procedure for intermediate values of
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turn~on voltage, we can find the threshold value,
h A .

VBE(on)’ which is just sufficient to turn on A

enough that B is sufficiently cut off to cause its

collector to rise to V. This threshold

BE(on) ’
condition is shown by the dotted lines in the

figure.

Since A has the poorest turn-on characteris-
tic, we see that this is a worst-case condition
within the 3 ¢ distribution and that all other
transistors are turned on harder than A for the

ini ~ ired .
same minimum-require VBE(on)

Selection of this threshold value of turn-on
voltage also implicitly determines the maximum
voltage which may appear at the base of an off

transistor. defined

By selecting V we have

BE (on)

" 1" 2 : . N
the "on" condition as one in which VCE is VCE(on)

or lower, as shown in the "on" V__ region in

CE

Figure 9. Since this voltage is equal to the base

voltage of the following stage, we see that the
base voltage of an off transistor must be V

BE (of£f)
or lower.

These two values, then, VBE(on) and VBE(off)’

define the threshold levels for the on and off
transistors in the feedback loop or in the cascade.
These same values would be obtained if we assumed

an initially-applied voltage to turn off B.

All those readers with experience in logic
circuitry are now entitled to rise up in wrath,
shouting, "What, no noise rejection?" and "What
happened to fan-out!" together with mutterings of
"What did I tell you about DCTL!" And this would
be justified. The graphic solution above is a
preliminary one; it is for the purpose of giving a
basic understanding of the method of analysis of
cascade of DCTL networks by consideration of the
device parameter distributions. It does not con-
sider loading effects or the necessity for noise
rejection. These we will discuss next.

The Graphical Solution Considering Loading.

Consider again the two-transistor feedback loop

and the VCE

This time the output node of B has a current load.

vs. VBE curves of Figures 9 and 10.

We again assume the trial turn-on voltage, VBE(A)’

which is higher than the threshold value. Follow-

ing points C) through C) in the figure, we see
that the assumed applied voltage results in the

appearance of V at the collector of B.

CE(B)
Now these VCE
unloaded collector node; it is quite apparent that,

curves were plotted for an

4

in the circuit shown, the base A will not allow

t
VCE(B) o rise to the value shown on the graph,

but will clamp it to some lower value, VBE(on)A'

There is, however, useful information to be gained

from the value of V it indicates the col-

CE(B)’

lector current drawn by transistor B with VBE(B)
applied to its base. This current,

I\ .
Tepx = E; . {See 4 of Figure 9)

+ + +
Re Re Re
Veeg T Vee

VCE ) VBE(B)

T suaic

I(2EX

(b)

(a)

Figure 10. (a) Two-transistor Loop with
Load.

(b) Equivalent Circuit for B.

To a first approximation, then, we can
consider transistor B to be a current generator,

drawing current I from its output node, as

CEX

indicated in Figure 10b. 1In order that the

assumed voltage V. sustained while a load

BE(A) D€
current is drawn from the B output node, the

following is true:
Vcc B VBE A

Iavailable = RC

Terx? @

where I is the current available from

available
node B to drive the base A as well as other
unspecified current loads at a voltage VBE(A)'
This current is easily calculated.

If this available load-driving current is

plotted as a function of V__, we get a plot

BE
similar to the one of Figure 11, where the distri-
BE is also shown.

Iavailable in this plot is the current available

from node B at a given voltage VBE’ with the same

bution of IB as a function of V

voltage VBE applied at the base of A. It is seen
that as the operating VBE point is reduced from
a high value, the current-available gradually
rises, since more current can be supplied through

Rc to a lower voltage. As the V operating

BE (on)
point is approached, however, the '"leakage"



current drawn by the "off" transistor, B, becomes

dominant, and I falls extremely rapidly.
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Figure 11. Collector Voltage, Base Current,
and Current Available as Functions of Base Voltage
for a Group of DCTL Transistors.

Knowing I and IBE as functions of

available
VBE’ we can quickly determine fan-out as a function

of VBE’ Clearly, for any operating point of VBE

the number of transistor bases that can be driven
by a node is equal to the total current available
divided by the current required by each base.
Fan-out, N, can therefore be expressed by

equation (2):1 1
N = available @

T

VBE

where EB is the upper 3 ¢ value of base current at

the given V. Since this function has a maximum

BE®
in the neighborhood of the maximum value of

Iavailable’ the specified value of the minimum

1A more accurate value for fan-out is
obtained by using the upper 3¢  limit of the
distribution of N(IB)’ as in equation (3). Here

N is an implicit function of Iavailable'

N(iB) + 3'\/50/1'3 = Iavailable’ 3)

where N is equal to fan-out, IB is the mean value
of base current, and U;B is the standard devia-

tion of the base current distribution. This gives
a higher value for N; the use, therefore, of the
simpler equation (2) results in a conservative
estimate of fan-out.
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acceptable "on'" value of VBE is established there.
This value is defined as Xon; it, in turn,
specifies a maximum acceptable turn-off value of

VBE'

To recapitulate, Xon’ the minimum allowed
base '"on' voltage, is the voltage required to turn
on all transistors sufficiently well that all
collectors are V

off
turn, low enough that all transistors to which it

or lower; this voltage is, in

is applied have VCE

while supplying current to drive the test-

equal to or greater than Xon

specified fan-out.

Note that, whereas Yon is the voltage required
to turn on a '"poor" inverter, the loads IB in
equation (2) are those required by transistors with
clamped collectors. We have, therefore, based our
calculations on the most stringent DCTL fan-out

configuration.

In summary, we have graphically analyzed the
distributions of VCE and IB as functions of VBE in
order to determine the available current and the

fan-out as functions of VBE' By establishing a

minimum turn-on voltage and a maximum turn-off
voltage which may be allowed to appear at a
transistor base, we have insured that the calcu-
lated value of fan-out will be achieved at every

node.

The methods of calculation of current avail-
able and fan-out discussed above are largely of
academic interest. They are included here to
give a better understanding of the tests we are
about to discuss and to illustrate the evaluation
procedures used during the development of the
micrologic DCTL transistor. They are useful for
evaluation purposes, but they are not used to set
test acceptance limits. The acceptance of an
element is based upon measurements which give
direct indication of sufficient current available
rather than upon calculated values.

The Production Tester

As can be seen from the DCTL circuit consid-
erations and from the foregoing graphical analysis,
an adequate external production: test of micrologic
elements must consist of three basic types of
measurements: input current, output current
available, and output VCE(sat)'

Definitions. The terms to be used in
describing these tests are defined as follows:
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1) V;n is the highest turn-on base voltage
which will appear in any system. It is equal to
Vcc applied through the lowest value of collector

resistance.

2) !on is the lowest turn-on base voltage
allowed to appear in any system. It is derived in
the same manner as the !on that we discussed
earlier.

3 Vors
base voltage allowed to appear in any system. It

is the highest value of turn-off

is set high enough to permit an comparable to

ICEX
that which will occur at high temperature.

4) zoff is the collector voltage applied
during measurement of Ip. It is the lower limit
of the voltage appearing at the collectors of

three paralleled saturated transistors.

5) VSat is the highest acceptable VCE(sat)
for a transistor driven by !bn at room temperature.

It is appreciably lower than Voff'

With these definitions we can define the three
types of tests performed by the production tester.
Input Current. With applied voltages of !on

at the base and !o at the collector, the base

current drawn by aﬁ; transistor may not exceed a
maximum value, defined as IB' See Figure 12,
This measurement is performed only on bases which
are connected to micrologic element input

terminals.

Vee
{MEASURE)

Iy

Figure 12.
Input Current.

Figure 13.
Current Available

This is a measurement of
With V

off
applied to the base of an output transistor, and

Current Available,

element output characteristics.

with current IK drawn from the collector node,
the collector node voltage must exceed !ﬁn' See
Figure 13.

not accessible, then a combination of inputs is

If--as is often the case--the base is

applied such that the highest possible turn-off

voltage appears at the base.

VCE:sat;' This is the other output measure-

ment. With !on applied to the base of an output
transistor, the collector must pull down below
v ..

sat
then the worst-combination of inputs is applied

If the base is not directly accessible,

such that the lowest possible internally-generated

turn-on voltage appears at the base.

The loading conditions and the acceptance
limits for these tests are set above those
required to meet the specified fan-out of the
elements. The margin of excess is one which has
been empirically determined to insure operation
with noise rejection over the specified tempera-
ture range.

Once the general test methods and criteria
are established, the only remaining trick is to
determine the worst-combination of conditions to
apply at the other pins when performing a measure-
ment at any given pin. Each element presents its
own problems and requires a separate solution;
the simplest element, "G," requires seven test
steps; the most complex element, "S," requires 16.

It might be helpful to discuss some of the
general considerations involved in the devising
of the tests. The tests of input characteristics
are rather straightforward, since only transistor
bases are connected to the input pins; the only
problem, is to insure that the most severe
collector-clamping conditions prevail. In the
case of the "G" element, where the collector node
is available and could conceivably have additional

transistors connected in parallel, !off is
In the case of

applied directly. See Figure 14,

Figure 1l4.

Logic Diagrams of the "G"
and "S" Elements,

the "8'" element, the input-gate collector nodes
are not accessible, and the worst possible clamp-
ing for input current at pins 6 and 8, for
example, occurs when pin 7 is driven by Von'

For current-available measurements at output
terminals, a greater number of variables must be
considered. All transistors whose collectors
are connected to the given terminal must be
turned off as weakly as possible in order to draw
as much leakage current as will ever be experi-
enced; all transistors whose bases are connected
to the given terminal must have the worst possible



collector-clamping in order that the bases will
draw the maximum current. Then, with as much
current as possible being internally drawn from
the node, the external load current is drawn, and
the node voltage checked to insure that it is
higher than Xon'

If a single transistor drives an output node,
the test of V

CE (sat)
on with V__ and measuring V
~on

is made by turning it weakly

CE® If several transis-

tors in parallel drive a node, then one is turned
weakly on with Yon and the others are turned off
with Xoff;
transistor has demonstrated its ability to hold

the test is then repeated until each

the node voltage sufficiently low.

Test Example

As an example of the application of these
general considerations, let's look at a specific
micrologic production test, the test of the "F"

element.

As summarized in Figure 15 and Table 1, the
first two steps of the "F'" test are measurements of
the input base currents with the specified zon
applied at the base and with the collectors
clamped. The currents are measured, the values
recorded, and comparison made against the maximum
acceptable value, IB.

+3V

I Ik

o= —@,

Iy P
@:-K>Qf—><—0l<

Qq

Figure 15. Schematic of the "F" Element.

In steps 3 and 4, minimum turn-on voltages
are again applied to the "outside" transistors,
Q1 and Q4, and their saturation voltage drops are

measured and compared to VSa

.

t

TABLE I
Measure
&
Test Apply Compare Remarks
1 Vogs 2t pin 4 %3 < IB Check input
V__ at pin 6 current, Q1
—on
2 -Yoff at pin 2 L < IB Szi;:.l;n:npgt
Xon at pin 8 A
3 V__ at pins 6 v <V Check V
nood 8 4 sat Q CE (sat),
4 V_at pins 6 vV, <V Check V
—on 48 2 sat Q4 CE(sat)’
5 ¥off at pin 4 Vo>V o g:r;§2t4avzilable
1 ’
Voff at pin 8 clamped 2
Sink IK at pin 2
6 Remove V at v, <V Check V
pin 4; —off 4 sat Q, CE(sat)’
other inputs
remain

7 Same as test 6 vV, >V
27 —on

>V

8 goff at pin 2 Vy Veon
Voff at pin 6
Sink IK at pin 4

9 Remove Vogeo Vg >Von

all others same

10 Same as test 9 vV, <V
2 sat

Current available,
Q, not clamped

Current available
at pin 2,
Q3 clamped

Current available,
Q3 not clamped

Check V

of Q3 CE (sat)
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In step 5, the collector of Q, is clamped,

the maximum turn-off voltage is

applied to the

base of Q4, load current is extracted from the

node at pin 2, and the voltage at that node is

measured and compared to !on'

This step also

serves to set the flip~flop to the proper state

for the next two steps; Q2 is now conducting and

Q3 is off.

Step 6 is a measurement of the V

of Q2.

CE (sat)

Step 7 is another test for sufficient avail-

able current from pin 2. 1In step 5 we made this

test with the base of Q2 drawing as much current

as possible from the node; in step 7 we test with
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Q3 drawing a maximum ICEX from the node. Each of
these situations is a possible worst-case; since
they are mutually exclusive, two test steps are

required.

Steps 8, 9, and 10 repeat the tests of steps
5, 6, and 7, but for the other side of the flip-
flop.

Test Equipment. Two pieces of equipment have
been built to perform the production testing
described above; a small manual switching chassis
has been built for low-volume testing of "F"
elements, and an automatic system for the testing
of all elements. The manual test chassis accepts
voltages from four external power supplies and
applies them to the device under test in accord-
ance with the test steps shown in Table I. The
current sink is furnished by a gounded-base 2N708,
parameters to be measured are selected by the
switch and applied to a VIVM for output indication.

This test chassis is shown in Figure 17.
Shown at the right in this figure is the prototype
of a device for semi-automatic insertion of micro-
logic elements into circuit boards, adapter jigs,
and breadboard sockets. Also shown is a micro-
logic~to-octal adapter.

The Automatic Production Tester is a system
for the automatic testing of all members of the
micrologic family of elements., It performs high-
precision tests with go, no-go comparison, digital
read-out, and data recording.

Figure 16 is a block diagram of the test

portion of the system; Figure 18 is a photograph
of the system equipment.

TEST
POSITIONS S

DEVICE
SELECT

DIGITAL
RECORDING

VOLTAGE
AND

!
DIGITAL 60, NO- GO
CURRENT VOLTMETER COMPARE

coNTRoL|

GENERATORS| LEAD-
SELECT
CLOCK {PANEL)

T SWITCHING
l CONTROL
——'Tl M I NG ELEMENT -
TYPE
Figure 16, Block Diagram of the Test Section
of the Automatic Production Test System.

Operation of the Automatic Production Tester.
The leads of the elements under test are brought
to eight stepping switches, which select the
current or voltage to be applied or the measure-
ment to be made at each lead. The stepping of
these eight switches is under the control of the
"lead switching control" section, which is
programmed according to the type of element under
test.

To perform a test, the operator first
pushes one of six "select" buttons on the control
panel to set up the program for the element to be
tested. An element is then placed in one of the
test positions and the "test'" button pressed. The
"timing control" section then takes over; this
section consists essentially of a clock, a counter,
and an order decoding matrix. The stepping
switches then advance until "switching control"
indicates that the correct conditions are set up
for the first measurement. An analog go, no-go
comparison is made, and the binary result signal
is sent to the output unit. When the digital
voltmeter has reached a null, its contents are
sent to the output serial conversion unit, and
while read-out is taking place, the tester
procedes to the next measurement.

The output section of the system consists of
a serial conversion and control unit, an IBM
card punch, and a typewriter. All measured
parameters are recorded; those that are outside
the acceptance limits are indicated by an asterisk
on the typewriter and a 12-punch on the cards.

Each measurement takes approximately one
second, so that the complete test of an element
requires from seven to 16 seconds, depending upon
the element type. The tester has two test posi-
tions to permit the operator to remove a tested
element and insert its replacement while tests are
continuing at the alternate position.

Inter-relationship of Tests

We have been discussing the production test
for some time, and it has been a while since we
pointed out where it fits into the scheme of
things. Lest the impression be conveyed that this
test, as originally devised, is comnsidered to be
the final, ultimate, and definitive one, let us go
back and look again at Figure 2. This flow diagram
indicates that the production test, as now perform-
ed, is only our best first guess as to a test that
is sufficiently severe without being unreasonably
so. The efficacy of the tester on the production
line is constantly being checked and second-
guessed by the lab test and the production-tester
in the life-test loop. The test parameters,
criteria, and methods are subject to change if
the information feedback indicates that changes
are necessary to detect incipient failures.

Lab Test

The lab test consists of measurements of

the Ty

possible, of Rc wherever possible, of propagation

and hfe of as many internal transistors as

delay time, and of the same characteristics as
measured in the production test. These measure-
ments are made for ambient temperatures from

-55°C to +125°C.
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Figure 17. The Manual "F'" Test Chassis.

Figure 18. The Automatic Production Test System.
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In Conclusion

The attempt here has been to demonstrate by
example rather than by argument that valid evalua-
tion tests can be performed upon a complex
integrated functional circuit by operating only
upon its external terminals. We assert that, when
the element environment and use can be specified,
it is more meaningful to evaluate the character-
istics which are the resultants of the sum of the
individual internal parameters than to evaluate
the parameters themselves.

There is really nothing new in this. In the
production testing of transistors in the past we
have not been concerned directly with the base
width, the minority carrier lifetime in the base,
or the injection efficiency; we have been concerned
only with the resultant sum of these parameters, as
evidenced by the gain of the device. This is
directly analagous to our measurement of current
available at the output of a micrologic element,
without regard to the gains or leakage currents of
the transistors or to the values of the load resis-
tors. In this sense, it could be said that the
assertion we make here is no more than an extension
of accepted practice.
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INTERCONNECTION TECHNIQUES FOR SEMICONDUCTOR NETWORKS

J. S. Kilby
Texas Instruments Incorporated
Semi conductor-Components Division
Dallas, Texas

The semiconductor miniaturization approaches
which have been described recently have promised
complete electronic equipments of extremely small
size, light in weight, and of high relisbility.
Although complete equipments have not, yet been
built from these devices, this paper will describe
some of the factors which must be considered in
equipment design and show one technigue which
might be used for high density equipment.

A typical unprotected semiconductor network
is shown in Figure 1. This device is a flip-flop
with sufficient gating to permit its use as a
counter, shift register or set-reset flip-flop.

In this design, two transistors are formed on
square mesas near the center of the silicon bar.
The material between the transistors forms the
collector load resistors. The upper pair of arms
extending from the center area are the cross
coupling resistors, while mesa areas on these
resistors provide the speed-up capacitors. The
lower pair of arms 1is used as resistors on the
gating networks. The four diodes required for
gating are located along the lower edge of the
bar. Two capacitors are formed on a separate bar,
using the silicon oxide technique. Thermo com-
pression bonded leads are used to make connections
between areas on the upper surface of the bar and
for some of the external conmections.

In order to be useful, this device must be
packaged to provide complete mechanical and en-
vironmental protection. The package must also
include means for bringing electrical connections
in and out of the device and some provision for
removing heat from the device. The methods chosen
to achieve these results will directly affect the
interconnection of semiconductor networks to form
complete equipments.

The interconnection technigue to be used in
and end equipment is ultimately determined by the
equipment designer. Only he can determine the
relative weights to be ascribed to the important
factors of size and weight, cost, maintainability
and reliability. Different weights of these
factors have resulted in very different assembly
techniques for radios, airborne computers, and
hearing aids, for example. It is not likely that
an universal technique will be developed to satis-
fy these widely different end objectives. This
paper will describe a deslgn where size and weight
have been minimized at the expense of increased
cost.

At some time in the future, it may be pos-
sible to fabricate entire equipments, or very
large sections of equipments as a single unitary
structure. This approach may be considered if
self organizing systems which can tolerate large
numbers of defective components can be devised,
or if processing yields can be raised to a point
very near perfection. At present, however, it is
essential to bulld small groups of components
which can be assembled to form the complete equip-
ment.

Althought no exact figures exist, it is
believed that the optimum complexity for the indi-
vidual package 1s a single functional circuit such
as a flip-flop, logic element or a gate. Se-
lection of a functional block of this type per-
mits performance testing of the finished unit,
which is always desirable and sometimes essential.
since not all of the individual components can be
isolated for testing. The flip-flop shown in
Figure 1 is near the upper limit for present
circuit complexity. This package contains the
equivalent of sixteen components.

The use of a package of uniform size makes
it possible to connect the packages together with
less wasted space between packages, although some
space inside the packages is unused. For this
reason, all of the digital networks which have
been made to date have been packaged in the case
shown in Figure 2. The size of this package has
been chosen rather arbitrarily. Its rectangular
shape permits ten leads to be brought out on the
two long sides with a spacing of 0.0L7 inches. A
flat shape was chosen to permit optimum heat
transfer from the silicon wafer to the outside of
the case.

This package is assembled by the process
shown in Figure 3. This process provides a com-
plete glass-to-metal hermetic seal, which is be-
lieved to be essential for full protection of the
device under severe military environments. Be-
cause of the very small mass of the package, it
is not susceptible to mechanical shock.

The thinness of the package makes it pos-
sible to connect packages together either by
stacking or by the use of flat layouts on an
etched circuit board. Since the thickness of the
package is about equal to that of the common
circuit boards, the volumetric efficiency of this
technique is quite low. It does offer good
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access to the packages for testing and maintenance
and should be quite useful in designs where mini-
mum size is not a requirement.

For either the stacked configuration or the
flat version, some form of multiplane wiring is
probably essential. It is not possible to specify
the lead sequence from the packages since the leads
must be connected inside the packages to the device
as directly as possible. The external wiring must
therefore have some provision for crossovers.

One multiplane wiring scheme which has been
used with success is shown in Figure 4. Here the
packages are stacked, and thin sheets of teflon
with metal cladding are used to form the conduc-
tors. It is frequently desirable to separate the
supply voltage wiring, which may be comnnected to
all packages in a stack, from the signal paths
which go from package to package. One sheet may
be used for each supply voltage. These sheets are
formed with a grid patters of conductors and holes.
The first sheet 1s placed over the leads of the
stack and the leads to be connected to the sheet
are bent over and soldered to the sheet. Electri-
cal and mechanical clearances are provided so that
the other leads will pass straight through the
sheet and will be insulated from it. A second
sheet may then be added and connected. Some of
the stacks which have been built have used four
supply voltage sheets. The signal paths which are
required are then formed on similar etched sheets
which complete the remaining connections.

An alternate type of construction is shown
in Figure 5. The teflon sheets are quite similar
to those used in the original version, but small
flaps have been cut which can be bent to lie
parallel to the leads with which they are to be
connected. This version is particularly adaptable
to welding. It has the added advantage that no
bending of the leads is required and that all leads
are available for use as test points after the
stack has been connected.

Although defective packages have been re-
placed in stacks of this type, it would certainly
not be attempted for field repair. The stack
itself should be considered as the basic replace-
able item. Although there is no single figure for
optimum throwaway cost for present day military
equipments, several studies have shown that the
optimum is probably in the range of $200 to $500.
It is believed that the cost of a ten to twelve
package stack of networks will be within this
range for production guantities of devices.

Since the stack is to form the replaceable
element, it should be sturdy enough to withstand
handling. It should also include a connector to
permit easy replacement and isolation of the indi-
vidual stacks for testing. One such arrangement
which has been used is shown in Figure 6. An
aluminum frame is used to hold the packages. The
teflon sheets are used to provide connections

between the packages. The ends of these sheets
are then formed around the ends of the frames to
provide the male portion of a connector. Flat
side plates of aluminum are used on the frame to
permit heat transfer from the stack. If required,
aluminum foil strips may be placed between the
packages and brought over to these plates to
further reduce the temperature drop between the
frames and the device Jjunctions.

Stacks of this type which will accommodate
twelve packages are 0.312 x 0.600 x 0.200 inches.
Connections between stacks are provided by strips
of connectors, which utilize a similar multiplane
wiring scheme. A row of ten stacks is shotm in
Figure 7. The individual frame side plates are
exposed so that the row can be sandwiched between
thermal conductors. The edges of the multiplane
wiring are again wrapped around an exposed edge
of the strip to provide connections between rows.

These rows may then be plugged in to form
large sections of an equipment or complete equip-
ments, as illustrated in Figure 8. Multiplane
wiring is used between the connector clips.

An assembly of 600 network packages is

shown in the photograph of Figure 9. Although
the finished equipment is to contain only 600
networks, a 20 per cent overage has been provided,
or 720 possible package locations. These have
been provided in six rows of ten stacks. Three
rows are visible in the photograph, with the other
three on the bottom of the package. Thermal mock-
ups of the assembly have been completed and the
preliminary data will be presented at the meeting.

The size of the finished unit is almost
exactly that of a package of regular cigarettes.
It would contain about 8500 individual components
in the 600 packages. Total volume required is
slightly under 6 cubic inches, including that
required for the case, internal heat transfer
provisions, and connectors.

This design is not believed to represent
the smallest, or the lightest, or the cheapest
version possible for this equipment. Many dif-
ferent  arrangements of these parts are possible,
and some of them may well be more desirable. Dif-
ferent objectives, 1in particular, may suggest
radically different methods of construction. The
real significance of this design is that of an
existance theorem -- that it is possible to con-
struct useful equipments from semiconductor net-
works which are orders of magnitude smaller than
existing equipments.
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Layout Of Bistable Multivibrator (Type 502)
SOLID CIRCUIT semiconductor network

Figure 1 - Layout of Bistable Multivibrator (Type 502)
SOLID CIRCUIT Semiconductor Network
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MICRO-SYSTEM COMPUTER TECHNIQUES
by E. Luedicke and A. H. Medwin

Micro - Electronics Department
Semiconductor and Materials Division
Radio Corporation of America
Somerville, New Jersey

ABSTRACT

This paper briefly describes some of the problems encountered
in building very high-speed (nanosecond) computer systems, Anumber of
the techniques developed for a tunnel diode computer are described in de-
tail, although it is emphasized that the difficulties are due to the opera-
ting frequency, rather than to any characteristic of the switching device,

Among the items discussed are ceramic circuit wafers with Fired-
on metallized circuitry and ground plane; vacuum deposited rod resistors
developed for this program; a grooved channel wiring assembly which
holds the wafers; a new approach to a flexible transmission line; and a

tunnel diode memory plane,

INTRODUCTION

As computers are made faster, the electrical re-
quirements of the packaging system become more se-
vere. Development of the Project LIGHTNING, 1000~
megacycle, tunnel-diode computer has shown three main
problem areas:

1. Wiring delays become significant.

2, Signal waveform distortion is greatly
increased.

3. Signal crosstalk is greatly increased.

From the manufacturing point of view, the packaging
scheme must be practical, which means relative ease of
fabrication or, in other words, high yield. The wiring
should also be flexible, so that leads may be opened,
gates tied up, and signals simulated during the debugg-
ing phase.

High manufacturing yield and electrical flexibility
indicate that the basic circuit unit should be small,
since both yield and flexibility decrease rapidly if the
basic unit consists of a large number of components,
This is especially true if tight component tolerances
must be maintained, -

The geometrical shape of the basic circuit unit is
primarily dictated by its electrical requirements, These
must include not only the placement and interconnection
of circuit components, but must allow a measure of
freedom and ease in interconnecting a multitude of these
basic circuit units. High component densities of acir-
cuit unit cannot be utilized if its construction fails to
provide electrical and mechanical interconnection flexi~
bility to other units, a consideration which some micro-
miniaturization schemes lack, and which cannot be suf-
ficiently emphasized.

LOGIC CIRCUITS

Our present logic unit consists of awafer with the
tentative dimensions of 0,775 inch by 0,400 inch, as
shown in Fig. 1. The material of the wafer is alumina,
with a thickness of 0,020 inch, Terminal pads provided
on three sides are used to connect the wafer circuitry
with other similar units,

Utilizing three sides and a relatively high number
of pads facilitates the layout of the circuitryon the
wafer, since crossover of lines must be avoided, The
back of each wafer is copper plated and is grounded.
Metallized lines on the wafer are 0,025 inch wide and,
with the dielectric of the wafer and its copper-plated
and grounded back, form a transmission line (strip
transmission line), Vacuum deposition of resistors di-
rectly on the wafer could be done since these techniques
are well known, However, our circuitry requires one
percent tolerances and this coupled with the fact that we
may need six to nine resistors of three or four different
values on a single wafer, places an unnecessary strain
on experimental circuitry. Therefore, a ceramic rod
resistor, 0.020 inch diameter by .100 inch long, was de-
veloped for the program, Each end of the resistor is
metallized so that it can be soldered to the circuit pad;
the resistive material is vacuum deposited on 0,060
inch of the body and covered with a deposited inorganic
film and a silicone resin to avoid damage during hand-
ling and soldering,

An example of an actual experimental circuitis
shown in Fig, 2, It is a dual-locked-pair circuit and
consists of four tunnel diodes and eleven resistors. Re-
active components are not required in this circuit. How-
ever, small inductances can be formed by loops, For
inductance values which cannot be achieved by loops,
aircoils could be used, but their utilization in high-
speed circuitry is not extensive, Capacitors are soldered
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to the circuitry in the form of small ceramic pieces
which have a high dielectric constant and are metallized
on both sides. Since all components can be tested prior
to assembly, the yield is high.

Consideration must be given to testing the as-
sembled wafers at full operating speed. The test jig
must provide electrically smooth connections between
the test equipment and the terminal pads of the wafer.
Fig. 3 shows such a jig. The wafer is placed in the
opening near the top surface of the jig where spring
contacts ground the copper-plated back of the wafer;
the connecting wires are soldered to the terminal pads
of the wafer and then guided in channels to coaxial
connectors mounted at the rim of the jig. The test
equipment is connected here using conventional coaxial
cables, The wires in the channels and the channels

themselves are designed to maintain a uniform imped-.

ance level and freedom from crosstalk.

To form an assembly with a multitude of wafers,
provisions must be made to hold the wafer in place and
provide the numerous interconnections, At high switch~
ing speeds, the requirement of suitable electrical inter-
connections between the wafers overrides all other con-
siderations. These interconnections are no longer short
in comparison to the wave length of the frequencies
which they carry and, therefore have to be treated as a
communication network; wiring delays, signal waveform
distortions and crosstalk become significant design
considerations, The final speed of the computer will be
influenced by the speed with which this ‘‘communica~
tion network’’ can distribute the internal signals at the
right time without major distortion and crosstalk to the
individual circuits.

Printed circuit techniques have various electrical
disadvantages which can usually be overcome in med~
ium-speed computers but which cannot be tolerated in a
high-speed (nanosecond) machine, On printed trans-
mission lines, there is appreciable crosstalk between
closely spaced parallel wires since the ground plane
structure which is needed to electrically separate such
circuits is prevented from doing so by the dielectric
sheet, Crossovers of printed circuit lines are compli-
cated and introduce electrical discontinuities and ad-
ditional crosstalk. Non-uniformities in the wiring or
associated fittings may cause spurious resonant modes
in the relatively large dielectric sheet.

A shielded coaxial transmission line has none of
these disadvantages; it provides a physical path with
uniform inductance and capacity per unit length andhas
minimum crosstalk,

This transmission line concept is used in the
channel wiring assembly. The basic idea is to place
an insulated wire in a metal channel of a slab-like
structure having two or more channel patterns. The
same channels also are used to hold the wafer in place.
The terminal pads of the wafer line-up with these chan-
nels. so that each wire remains in itschannel until it
reaches the proper wafer pad, The electrical connec-
tion of the wire to the wafer is done by stripping the
wire insulation and soldering the wire to the terminal
pad on the wafer.

The diameter of the conductor, dielectric con~
stant and diameter of the insulation contribute to the

characteristic impedance of the line, With each wire in
its own channel, crosstalk isminimized, Further
shielding can, however, be achieved by painting the top
of the channel with conductive epoxy. Where the same
pulse arrives at separate circuits at differenttimes
because of propagation delay, both wires can be pre-
cut to the longest length and the slack to the closest
circuit taken up by running it back and forth in channels.

The channels are arranged in a 0,050~inch pattern
which permits flexible wiring and still maintains trans-
mission line characteristics, Where wires mustcross
each other, a hole is drilled in the channel and one of
the wires goes through this hole into a channel on the
reverse side and returns at a convenient place,

All the channels which run rectangular to the wafer
plane have twice the depth of the channels parallel to
this plane; this arrangement permits a wire to pass the
wafer at the bottom or one of thetwo sides and go to
wafers in the same row without leaving its own channel,
A sketch of this is shown in Fig, 4.

A frame of a channel wiring assembly for three
rows of wafers is shown in Fig. 5. The individual parts
of this frame are cast in epoxy, chemically plated and
then electro-copper plated to a suitable depth. This is
a very economical process since only the masters are
machined in brass and then cast in silicon rubber to
form the mold for the epoxy pieces, Fig. 6 shows the
brass masters, the silicon rubber molds, the cast
epoxy pieces and an assembled, copper plated channel
wiring unit,

To evaluate the properties of the transmission
lines, channels of different widths and cross-cut pat-
terns were machined in a 65~cm long epoxy piece which
was then copper plated. This test arrangement, which is
approximately ten times longer than the actual channel
wiring assembly, was chosen to increase the accuracy
of the measurements, Several types of wires were
placed in these channels and measurements were made
of the characteristic impedance, loss and crosstalk,
These measurements were compared with the measure-
ments in a solid piece of silver-plated brass of the
same configuration, No significant difference was
found between these two pieces. These test transmission
lines are shown in Fig, 7. Crosstalk was measured by
placing wires in two adjacent channels as seen in Fig.

8. In a single-cut channel, crosstalk was sufficiently re-
duced (-55db) such that covering the channels was not
necessary; however, in the cross-cut channel, silver
epoxy or silver paint was required to cover the channels
in order to reduce the crosstalk to a value comparable
to that obtained in single-cut uncovered channels, Fig.

9 shows an example of crosstalk measurements over

the frequency range from 1.75 to 2.1kilomegacycles,

The impedance of an ideal coaxial line, havinga
23-mil 0.D, ‘“Teflon’’* insulation and an 8-mil diam-
eter conductor, was calculated to be 45 ohms using
2.0 as the dielectric constant of ‘‘Teflon’’. In the un-
covered line, the inductance will be higher, and the ef-
fective k of the dielectric will be lower due to the un-
covered top portion of the line. Using the measured k of
1.67, the calculated impedance is 56 ohms as compared
to the measured impedance of 53 ohms, Whenthe line
is covered with conductive silver epoxy, the effective

*A registered trademark of the E.I. DuPont Co.



k is 7.5% lower than the value of 2, resulting in a cal~
culated impedance of 46,6 ohms. This compares favor-
ably to the measured value of 46.4 ohms,

In calculating the losses in the coaxial line for
this condition, it was assumed that the top half of the
outer conductor was covered with silver paint and the
bottom half of the outside conductor was copper. Using
this assumption, the losses in the epoxy line covered
with silver epoxy should be 1.66 times more than the
uncovered case, which were measured at-1 and 2 kilo-
megacycles to 0.51 and 0.77 db/ft, respectively. These
calculations were made using a value of 30 x 10-4 ohm/
cm as the resistivity of the silver paint and experi-
mental results check the factor of 1.66 closely.

If this value of resistivity is accurate, the losses
in the cross-cut lines should be 2.4 times higher than
those in the coaxial line, Again the experimental values
of loss in the cross~cut lines covered with silver paint
are approximately 2.4 times the calculated values of a
coaxial line,

Insertion loss was measured by plotting points on
a Smith chart corresponding to a minimum position on
the slotted line and a VSWR reading determined by mov~
ing a variable reactance in series with the line in test.
Fig. 10 shows the test setup. This method finds the es-
sential insertion loss which is unique for the line being
tested. The insertion loss for the line being tested de-
pends on the type of measuring line used. This partic-
ular method ignores the reflections at connectors along
the line. Therefore, the essential insertionloss, which
should be a smooth line as a function of frequency, is
slightly less than the actual insertion loss if found by
the substitution method. This method also assumes that
the variable reactance is lossless, Calculations show
that at 1 kme, the loss in thevariable reactance is 0.09
db. When a sufficient number of points are located, a
circle can be drawn through the points. This circle can
now be rotated so that it lies with its center on the
resistance axis of the Smith chart. The equivalent VSWR
can be calculated by finding the two values of VSWR
at the points where the circle crosses the real axis, If
the circle contains the origin of the Smith chart, the
equivalent VSWR is found by:

1/2
VSWReq= [(VSWRZ) (VSWRl)]

If the circle lies outside the origin of the Smith chart,
the equivalent VSWR is found by:

(VSWR,)
VSWR =

€ (VSWR)

1/2

After the VSWR is found, the loss can be found by:

VSWR + 1
db =10 log —_—
VSWR - 1

Figure 11 shows a Smith chart with thelosses calcu~
lated using the above described method,*

*This method was first conceived by D.R. Crosby and
makes loss measurements possible without knowing the
disturbing influence of connector cables and fittings.
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Using a 23-mil wide ehannel and varying the ratio
of conductor to insulator, impedances ranging from 140
ohms to 20 ohms were measured,

The upper limit of characteristic impedance was
found by running a 2-mil conductor through a 23-mil
outer diameter sleeve of ‘‘“Teflon’’, The lower limit was
obtained with a 22-mil conductor having approximately
a 1-mil coating of ‘“Teflon”’,

A line with a characteristic impedance of approxi-
mately 1 ohm was also built. This line was not a wire as
such but a strip of ceramic with adielectric constant
in the vicinity of k & 4000; it was 10-mils thick, 75~
mils wide and 6 to 8-cm long, The high-k material was
covered with conductive material onboth sides (Fig. 12).
This line is intended to be placed in a 75-mil wide chan~
nel (Fig. 13). Since the high-k material is very brittle
and cannot be bent, its use will be confined to a row of
wafers in the channel wiring assembly where the same
termination point must be parallel connected to alow~-
impedance transmission source,

MEMORY CIRCUITS

The packaging requirements of a tunnel diode
memory are in some respects more severe, and in
other respects easier, than the logic wiring. The easy
aspect is that the geometry of each memory plane is
fixed and rigid so that the random wiring capability of
the logic section is not required. The complication
arises from the relative complexity of the basic storage
circuit and from the limit placed on the propagation de-
lay due to the high-speed operation, which in our case
requires that a 32 by 32-bit memory plane does not ex~
ceed a volume of 3.5 inches x3.5inches x 0.1 inch,

As to be expected in the construction of a high-
speed memory of this type, it is necessary that the bit
and word lines must be transmission lines and that
ground current paths must be carefully considered. The
remaining part of the physical construction is influenced
largely by the size of the components and electrical
operation of the storage circuit.

We have been concerned with two different storage
schemes: one is bit-organized storage and the other is
word-organized storage, as shown in Figures 14 and
15, respectively. ’

The memory plane construction for the bit-or-
ganized storage, shown in Fig, 14, consists of metal-
lized alumina sheets which are fired together., The bot-
tom layer is metallized to form a ground plane on one
side and 32 tapered lines are deposited on the top side.

The next layer has cut out slots to provide access
to the bottom plane, Only its top ismetallized. The
third layer is also slotted; its top ismetallized to form
32 tapered conductors,

After the three layers are registered together and
fired, a 30-mil thick single~homogeneous plane is a-
chieved. The slots give access to the 32 transmission
lines on the bottom layer,

The next layer is a molded epoxy piece which is
100-mils thick, It is metallized on its top and has 1024
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cut outs, one for each storage bit, The round portions of
the cut out hold the two resistors which are required for
this storage circuit, One resistor is physically longer
than the other, but both have the same resistance value.
The longer resistor is connected to the transmission
line on the bottom layer and the short one to the trans-
mission line which is on the top of the third layer. The
tunnel diode is soldered with its anode to the tops of

the two resistors and with its cathode to the metallized
top of the epoxy piece, Another alumina sheet, metal-
lized on its top, is placed over the anode leads of the
tunnel diodes. It acts as a coupling capacitor for all
storage circuits and connects to the sense amplifier,
Since it is known which bit is interrogated, there is no
problem of identification when an output pulse appears.
An exploded view of this construction is shown in Fig.
16,

Another type of construction was chosen for the
word-organized storage scheme (Fig, 15)., While it has
the same number of components for each storage bit as
the first one, it differs by the requirement that it must
be connected to a power supply bus, and that this bus
must have the characteristic of a low-impedance trans-
mission line,

A slab of copper-laminated ‘‘Teflon’’ was milled to
produce 32 bit lines, each with an unloaded characteristic

impedance of 65 ohms. The ‘‘Teflon’’ is 0,020-inch
thick and the width of each line is 0.010 inch. The
lines are on 0,100-inch centers as shown in Fig, 17,
Notched copper bars, 0.010-inch thick, bridge each of
the bit lines and permit a common ground at each
storage bin. A 0.050~inch wide copper-laminated mylar
strip is soldered to each side of the bar, With 1-mil
mylar insulation, a characteristic impedance of 2.5
ohms is obtained. One of these lines is the word line,
the other serves as a low-impedance supply bus (Fig.
18). The full view of the memory plane with its three
lines is shown in Fig, 19,

A molded epoxy stick holds in position the 96 com-
ponents required for 32 bits and is used as a subassembly
as seen in Fig. 20, It is placed between the word lines,
The cathodes of the tunnel rectifiers are soldered to
the bit lines, the cathodes of the tunnel diodes to the
word lines and each resistor is soldered to the supply
bus with a jumper.

* ok ok ok ok ok ok ok

Acknowledgement is gratefully made for the guid-
ance of D,R. Crosby, the assistance of F, Borgini, the
many contributions of J, Schiller and L, Trager, and
the skills and knowledge of a host of RCA associates
too numerous to list,
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Figure 1. Alumina Wafer

Figure 2. Dual Locked-Pair Circuit on Wafer



Figure 4, Wafer Interconnection With Transmission Lines
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MODELING HUMAN MENTAL PROCESSES

Herbert A. Simon
The RAND Corporation
Santa Monica, California

and

Carnegle Institute of Technology
Pittsburgh, Pennsylvania

There now exist at least a half
dozen computer programs that simulate
some of the information processes that
humans use to perform problem solving,
learning, perceilving, and thinking tasks.
These programs constitute theoretical
explanations of the corresponding human
behavior, and can be tested by comparing
the computer traces they produce with
the verbal behavior of subjects in the
psychological laboratory. This paper
surveys this new kind of theory bullding
and theory testing in psychology, and
relates it to other uses of simulation
as a tool of psychological research.

The use of computers to perform
"humanoid" tasks--which provides the
theme for this conference--falls into a
number of distinguishable, though
overlapplng, categories. On the one
hand, the goal may be to learn about
human processes by simulating them; this
has been the central motivation in
simulating neural nets and a good part of
the work on simulating human problem
solving. On the other hand, the goal
may be to find effective machine pro-
cesses for accomplishing complex tasks--
imitating the human processes only when
this proves the most efficient way to do
the job. This goal of "artificial
intelligence" has been perhaps the
primary motivation in the fields of
information retrieval and language trans-
lation. The work to be described in
this session falls in the former
category: 1t is almed at understanding
the human mind by imitating it.

Some Kinds of Simulation of Mind

Computer simulations of human
thinking can be classified along another
dimension: the closeness of the simu-
lation to, or its remoteness from, under-
lying physiological processes. We can
distingulsh at least the following
broad categories:

1. Abstract simulation of adaptive,
goal-seeklng, learning mechanisms. Here
the primary goal Is to understand the
nature of organisms in general, rather
than the human organism in particular.
One set of examples were the "tortoises'

of Grey Walter,l mobile analogue compu-
ters that demonstrated "in the metal"
that artifices can be constructed which
will behave adaptively in an environment
in response to drives, and will lmprove
their adaptation through learning.
Another example--also an analogue--is

W. Ross Ashby's homeostat,2 that shows
how learning can be implemented through
"Darwinian' mechanisms that cause
mutations in the individual organism's
program of adaptation to his environment.

2. Simulation of the sensory-
perceptual processes by which humans
recognize visual and aural patterns and
symbols, Mechanical reception and de-
coding of human speech is a long-time
goal of fundamental and applied research
that has not yet reached complete success.
But much is now known of the cues that
humans use to recognize the basic phonemic
units of spoken language, and within
the past two years some partial successes
have been acgiﬁved in mechanizing that
recognition.>: Even greater progress
has been made with the simpler task of
recog%iging and decoding hand-sent Morse
Code.”> The classical pattern-recog-
nition experiments of Selfridge and
Dinneen’ undertock to simulate some of
the basic coding processes employed by
the human retina.

3. Simulation of the self-organ-
izing capabilities of neural nets. As
in the work mentioned in the previous
category, the problem that has usually
been posed is to explain the phenomenon
of pattern recognition: how the nervous
system, given its known gross char-
acteristics, can learn to classify, say,
patterns of light that fall on the retina.
The work falling in category 3 1s concerned
less with the rules by which patterns
are classified, and more with the ways
in which these rules are acquired by 8,9
the nervous system. Farley and Clark ’
represented the nervous system as a net-
work of individual elements--schematized
neurons--connected in a more or less
random fashion, subsequent appropriate
organization being induced by learning.
A similar scheme, developed independentlg
by Rochester, Holland, Haibt, and Duda,?l
was aimed at testing the particular




hypotheses about neural organization
that had been_put forth by the psycho-
logist Hebb.ll Rosenblatt's Percep-

tronsi2 continue this general line of
investigation.
4, Simulation of the symbol-manipu-

lating or information processes employed
In learning by rote, in attaining concepts,
and In solving problems. This category
is most closely related to category 2,
but with less emphasis on perceptual
processes involving the peripheral sense
organs, more emphasis upon non-numerical
processes, and more emphasis on the con-
struction of a formal information-pro-
cessing theory of human mental processes.
The research that the other participants
in this session will report falls in this
category, but before I introduce it, I
should like to say something about the
methodology involved.

Non-Numerical Computation

Mathematics is the classical tool
for formalizing theoriles, and arithmetic
or numerical analysis the tool for
testing theories by comparing them with
data. Progress toward formal theory in
psychology, and the behavioral sciences
generally, has been much impeded by the
difficulties that are encountered in
finding mathematical formulations that
capture the significant aspects of the
phenomena under study. The difficulty
lies not merely in the complexity of the
relations among the phenomena; it 1is
even more deeply rooted in the incor-
rigibly "qualitative” character of the
raw data.

How shall we, for example, charac-
terize the data from a laboratory study
of human problem solving in order to make
these data amenable to mathematical and
numerical analysis? We can count the
number of problems a subject solves in a
given time, and assign scores to bat-
teries of problems on the basis of such
counts. We can tally numbers of errors
of various kinds. But the numbers we
obtain in these ways are pale shadows
of the subject's actual behavior--par-
ticularly his verbal behavior. if ‘he thinks
aloud while solving the problem. When
we record such behavior, we get data like
these:

S. Well, one possibility right
off the bat is when you have
Just a PvT like that [the
problem expression] the last
thing you might use is that
rule 9. T can get every-
thing down to a P and just add
a vT. So that's one thing to

7

keep in mind I don't
know if that's possible;

but I think it is because I
see that expressions (2)

and (4) are somewhat similar.

LAY

How do we build a mathematical model for
such a verbal stream, or for the under-
lying thought processes that carry the
stream along? How much of the process
have we captured if we encode the verbal
statements and make counts of the numbers
of statements of one kind or another?

Psychologists have commonly retreated
from one or both horns of the dilemma.
Some have steeled themselves against
accusations of "softness” from their
fellow scientists, and have continued
to deal with complex human behavior in
all its qualitative, unmathematized,
richness and vagueness. This strategy is
most evident in clinical psychology,
whose norms of clarity and testability
are very far from the standards of the
natural sciences. But the same char-
acteristics appear, to a milder degree,
in the work of psychologists--notably
the Gestaltists and the so-called
Wurzburg School--who have continued to
deal with complex human thinking and
problem-solving behavior.l3 From them
we have had valuable insights, but little
in the way of testable theory stated
in operational terms.

Other psychologists have preserved
formal rigor by retreating to simple
dichotomous button-pushing choice
situations, to the study of reaction
times, or to maze experiments with rats.
For human and animal experiments involving
elementary tasks of these kinds, a
considerable body of experimental tech-
nigue and data and even some formal
theorylge.g., stochastic learning
theory~") has developed, but at the cost
of leaving a very wide gap between the
phenomena that have been treated and the
kinds of complex human thinking behavior
that we should like to be able to explain.

Computers now open up a third course
of action that requires no compromise.
We can continue to deal with complex
verbal behavior, but use the computer
to simulate it without first encoding it
or forcling it into mathematical form.
For computers, in addition to their
arithmetic capabilities, have, of course,
quite general capabilities for manl-
pulating symbols: reading symbols,
wrilting symbols, copying symbols, erasing
symbols, comparing symbols for identity
or differsnce, behaving conditionally on
the outcomes of such comparisons.



The research we are considering in
this session exploits the non-numerical
symbol-manipulating capacities of
computers. Its basic strategy 1is to use
these capacities to formulate programs
that simulate, step by step, the non-
numerical symbol-manipulating processes
that (if the hypothesis is correct)
humans use when they memorize syllables,
acquire new concepts, or solve problems.
Such a program, once formulated, can be
tested by comparing the stream of
symbols it generates in a problem situ-
ation (the computer trace) with the
stream of verbalizations of human subjects
in the same problem situation in the
psychological laboratory.

Information Processing Theoriles

The products of this kind of
research are programs that purport to
explain complex human activities in
terms of organized systems of simple
information processes--symbol-mani-
pulating processes. In what sense do
such programs '"explain” the behavior?
Clearly they say little about the under-
lying  neurophysiological and bio-
chemical processes that occur in the cen-
tral and peripheral nervous systems.

How can we have an explanation of the
behavior without understanding those
underlying processes?

Levels oif Zxplanation

We explain phenomena by reducing
them to other phenomena that seem to us,
somehow, simpler and more orderly. How
did Mendel, for example, explain the
relative Irequencies of his different
kinds of peas in successive generations?
He postulated (without any direct
observational evidence) underlying
dominant and recessive factors passed
on from parents to their progeny, whose
interaction determined the physical
type of the progeny. Only many years
later was any direct evidence obtained
oi microscopic structures in the cell--
the chromosomes--that could provide the
bilological substrate for Mendel's
‘factors."” Again, Morgan's studies of
fruit fly populations led him to
postulate even tinier components of the
chromosomes--the genes. These had to
await the electron microscope before
they could be shown, by direct obser-
vation, to exlst; and even today, we
are still far from an explanation of
these biological structures at the next,
bilochemical level.

The goal, then, in simulating com-
plex human behavior is the same as the

goal in simulating neural nets: We

wish to explain the behavior. But the
information processing theories approach
that explanation in stages. They first
reduce the complex behavior to symbol
manipulating processes that have not,

as yet, been observed directly in the
human brain. The hope, of course, is
that when we know enough about these
processes, it will be possible to explain
them at a still more fundamental level
by reducing them to systems of neural
events.

When this stage is reached, theories
in psychology will begin to resemble
theories in genetics and in the bio-
physical sciences in theilr hierarchical
structure. At the highest (but least
fundamental) level will be information
processing theories of overt behavior.
At the next level will be neurological
theories explaining how elementary
information processes are implemented
in the brain. At a still more funda-
mental level will be biochemical theories
reducing the neurological mechanisms
to physical and chemical terms. Infor-
mation processing theories of thinking,
neurological theories, and biochemical
theories are complementary, not competi-
tive, scientific commodities. We shall
need all three kinds, and perhaps others
as well, before we shall understand the
human mind.

Finally, when we use computers to
state and test information processing
theories of thinking, we do not postulate
any crude analogy between computer and
brain. We use the computer because it
is capable of simulating the elementary
information processes that these theories
postulate as the bases for thinking.

We do not assert that there is any resem-~
blance between the electronic means that
realize these processes in the computer
and the neurological means that realize
the corresponding prdcesses in the brain.
We do assert that, at a grosser level,
the computer can be organized to imitate
the brain.

Information Processing Languages

There has been a strong, and not
accidental, interaction between work on
the computer simulation of human thinking
and research on computer programming.

The kinds of processes that computers

are called upon to perform when they are
simulating thinking tend to be guite
different from the processes they perform
when they are carrying out numerical
analyses. A superficial difference is
that the former processes involve little
or no use of arithmetic operations. A



more fundamental difference is that
memory must be organized in quite
distinct ways in the two situations.

Within the past five years there
have been a number of reports to these
conferences on the general character-
istics and specific structure of infor-
mation processing languages speclally
designed to_facilitate non-numerical
simulation.15,1 I shall not go over
this familiar ground again, except to
point out that when such languages are
used to build psychological theories the
languages themselves contain implicit
postulates--although rather weak ones--
about the way in which the central
nervous system organizes its work.

One of the common characteristics
of all of these languages is their
organization of memory in lists and list
structures. By this means there can be
associated with any symbol in memory a
"next" symbol--the symbol that follows
it on the list to which they both belong.
By the use of a slightly more complicated
device, the description list, there can
be associlated with any symbol in
memory a list of its attributes and
their values. If the symbol, for example,
represents an apple, we can store on its
description list the fact that its color
is red, its printed name is APPLZE, and
its spoken name, APUL. The incorpor-
ation of these two forms of association--
the serial order of simple lists and
the partial ordering of description
lists--in information processing
languages permits one to represent many
of the associative properties of human
memory in a quite simple and direct
way. We can use simple lists to simulate
serial memory--e.g., remembering the
alphabet--and description lists to
simulate paired associations--e.g., the
associlation between an object as recog-
nized visually and its name.

A characteristic of the list
processing languages, which they share
with most other compiling and inter-
pretive languages, is that they organize
behavior in hierarchical fashion.
Routines use subroutines, which have
their own subroutines, and so on. This
characteristic of the languages again
facilitates the construction of programs
to simulate human behavior, which
appears to be organized in a highly
similar hierarchical manner. The fact
that most investigators have found it
easier to write simulation programs in
interpretive list languages than in
machine language derives, in all like-
lihood, from the fact that the former

languages have already taken the first
steps in the direction of organizing the
computer processes to mirror the organ-
ization of the human mind.

Heuristlc Problem Solving Programs

The Program of Selfridge and Dinneen

The work of Selfridge and Dinneen
on pattern recognition,? which I
earlier assligned to the second category
of simulation programs--simulation of
sensory-perceptual processes--really
marks a transition to information
processing simulatlons. The Selfridge-
Dinneen program specified a set of
processes to enable a computer to learn
to discriminate among classes of patterns
presented on a two-dimensional "retina."
The patterns could represent, for example,
English letters like "A' and "0" of
varying shape, size, and orientation.

In the Selfridge-Dinneen program,
recognition was accomplished by using
various operators to transform the
retinal stimuli--in general to simplify
and "stylize' them--and then searching
for characterlistics of the transformed
stimuli that grouped the various exemplars
of a given alphabetic letter together,
but separated the exemplars of different
letters. Although the program made use
of the arithmetic instructions of the
computer, the operations were basically
topological and non-numerical in nature.
Appropriate organization rather than
rapld arithmetic was at the heart of the
program.

The Selfridge-Dinneen program fore-
shadowed subsequent work in this area in
another important respect also. The
characteristics used to distinguish pat-
terns were heuristic. They amounted to
rules of thumb, selected by the computer
over a series of learning trials on the
sole basis that they usually worked--
that is, made the desired discriminations.
In more traditional uses of computers it
is usually required that the programs be
algorithms--that they be systematic
procedures which guarantee solution of
the problem to a desired degree of accu-
racy. The heuristics generated by the
pattern recognizing program provided no
such guarantees. Since there are vast
ranges of tasks, handled every day by
human beings, for which no algorithms in
the sense Just indicated are known to
exist, the admission of heuristics as
program components opened the way to
simulating the less systematic, but often
effective, processes that characterize
much garden-variety, everyday human
thinking.



Subsequent work has tended to
confirm this initial hunch, and to dem-
onstrate that heuristics, or rules of
thumb, form the integral core of human
problem-solving processes. As we begin
to understand the nature of the
heuristics that people use in thinking,
the mystery begins to dissolve from such
(heretofore) vaguely understood processes
as "intuition" and "judgment."

Some Other Problem-Solving Programs

In the perilod 1956 to 1958 there
came into existence a number of other
computer programs that accomplished
complex tasks with a "humanoid flavor:
composing music,17 playing checkers,l8
discovering proofs for “heorems in
logic,+9 and geometry, designing
electric motors and transformers, 1 play-
ing chess,22,23,24 and balancing an
assembly line. The primary goal in
constructing most of these programs was
to enable the computer to perform an
interesting or significant task.
Detalled simulation of the ways in which
humans perform the same task was only a
secondary objective--or was not
considered at all.

Nevertheless, it was discovered
that often the best program for doing
the job was a program that incorporated
some of the heuristics that humans used
in doing such jobs. Thus, the music
composition program of Hiller and
Isaacson made use of some of the rules
of classical counterpoint; the motor
design programs and line balancing
program were generally organized in much
the same ways as the procedures of
experienced engineers, and so on. Hence,
to a greater or lesser degree, all of
these programs have taught us something
about the ways in which people handle
such tasks--especially about some of the
kinds of heuristics they use.

Among these programs Samuel's
checker program and the Los Alamos chess
program place the least emphasis on
heuristics, and hence provide valuable
vardsticks for comparison with heuristic
programs handling the same, or similar
tasks. These two programs make essential
use of the computer's capabilities for
extremely rapid arithmetic, for their
basic strategy is to look at all possible
(legal) continuations of the game for
several moves ahead, and then to choose
that move which appears most favorable
(in a minimax sense) in terms of the
possible outcomes. In contrast,
Bernstein's and the NSS chess programs
examine a small, highly selective subset
of all possible continuations of the

game and choose a move that appears good
in the light of this selective analysis.

*  Thus, the Los Alamos program, look-
ing two moves ahead, will typically
examine a l1little less than a million
possible continuations, Bernstein's
program approximately 2,500, and the NSS
program almost never more than one hundred
and more usually only a handful. All
three programs play roughly the same
quality o1i chess (mediocre% with roughly
the same amount cof computing time. The
efrort saved by the heuristic programs
in looking at fewer continuations, is
expended in selecting more carefully
those to be examined and subjecting them
to more thorough examination. Thus, the
more systematic, arithmetic programs
provide benchmarks against which the pro-
gress in developing heuristics can be
measured.

The General Problem Solver

All of the programs we have
mentioned fell short of human simulation
in one very fundamental respect--apart
from failures of detail. They were all
special-purpose programs. They enabled
the computer to verform one kind of
complex task, and one kind only. Only
in a few cases (the Checker Playerl8 and
the Logic Theorist20) did they enable
the computer to improve its performance
through learning. VYet we know that the
human mind is Eag a general-purpose
mechanism and (b)) a learning mechanism.
A person who is brought into a relatively
novel task situation may not handle the
situation with skill but, unless 1t is
inordinately difficult, will not find
himself at a complete loss. Whether he
succeeds in solving the problem that is
posed him, or not, he is able, at least,
to think about it.

We must conclude that if a computer
program is to simulate the program that
a human brings to a problem situation,
it must contain two components: (a) a
general-purpose thinking and learning
program that makes no direct reference
to any particular task or subject
matter; and (b) heuristics that embody
the speciflic technigues and procedures
which make possible the skilled and
efficient performance of particular
classes of tasks. The program must
incorporate both general intelligence
and special skills.

The General Problem Solver (GPS)
was the first computer program aimed at
describing the problem solving techniques
used by humans that are independent ol
the subject matter of the problem.27
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Since GPS has been described elsewhere,
I shall say only a word about its struc-
ture. It is a program for achleving

the goal of transforming a particular
symbolic object (representing the "given"
problem situation) into a different
symbolic object (the "desired" situation
or goal situation). It does this by
discovering differences between pairs

of objects, and by searching for
operators that are relevant to reducing
these ferences. In the form in
which it has thus far been realized on

a computer, GPS is not a learning pro-
gram, hence still falls far short of
simulating all aspects of what we would
call general intelligence.

In its current computer realigation,
GPS has solved some simple problems of
finding proofs for theorems in symbolic
logic (substantilally the same task as
that handled by the special-purpose
Loglc Theorist). It has solved the well-
known puzzle of Missionaries and
Cannibals-~finding a plan for trans-
porting three missionaries and three
cannibals across a river without any of
the missionaries being eaten. Hand
simulation has demonstrated that it can
handle trigonometric and algebrailc
identities. On the basis of other in-
vestigations that have not fully reached
the programming stage, it appears highly
likely that GPS will be able to solve
certain tactical problems in chess (e.g.,
to find a move leading to a fork of a
pair of enemy pileces), do formal
differentiation and integration, and
write codes for simple computer programs
in IPL V. Several possibilities for in-
corporating learning processes in GPS,
one of them using gPS in the learning
mechanism itself,20 have also been
explored.

The adequacy of GPS as a simulation
of human problem solving has been
examined, primarily in the task domain
of symbollc logic, by comparing the
computer trace with the thinking-aloud
protocols of college students solving
identical problems.22 The evidence %to
date suggests that GPS does indeed capture
the principal problem-solving methods
used by the human subjects. The
detailled comparison of its behavior with
the protocols has cast considerable light
on the processes of abstraction and on
the nature and uses of imagery in
problem solving.

Recent Advances in the
Simulation of Thinking

The remaining papers to be presented
in this session will describe a number of

heuristic programs that have been written
in the past two years, and which extend
very substantially the range of human
mental processes that have been simu-
lated with these techniques. I shall
not anticipate the content of these
programs, beyond indicating what their
relation 1s to those I have already
mentioned.

Areas of Psychological Experimentation

The simulations mentioned so far
all fall in the area that psychologists
call "higher mental processes.” As I
indicated earlier, these processes have
tended to be underemphasized in American
experimental psychology until quite
recently because we did not have tools
for investigating them in an objective
and rigorous way. If computer simulation
has shown itself to be a powerful tool
of research in an area as difficult
as the study of higher mental processes,
we might expect this tool to prove even
more powerful if applied to the simpler
phenomena with which experimental
psychologists have been largely con-
cerned. The papers of this session
report some of the first evidence that
this expectation is Jjustified.

What are the kinds of tasks and
processes that have been most thor-
oughly studied by psychologists? Per-
ception--the interaction of sensory
organs and central nervous system in
the discrimination and recognition of
stimuli--has been the subject of exten-
sive investigation. A second, very
active, research area has been learning,
and particularly the rote learning of
serial material and of stimulus-response
pairs. A third area has been simple
choice behavior, especilally choice among
a small number (usually two) of alter-
natives with systematic or intermittent
reward. Animal and human maze learning
experiments have been used to study
both rote learning and simple choice
behavior. Finally, there 1s a rather
varied assortment of work that is
usually classified under the heading of
"concept formation" or '"concept attain-
ment."

No one supposes that the topics
I have mentioned--perception, rote
learning, simple choice behavior, maze
learning, and concept formation--are
mutually exclusive and exhaustive
categories. They are simply pigeon
holes that psychologists have found
convenient for classifying experiments.
It is almost certain that the mechanisms
required to perform tasks in one of
these areas are called into play in some



of the others. Hence, we would have
reason to hope that as heuristic programs
are constructed to handle one or another
of these tasks, the mechanisms employed
in the several programs will begin to
show distinct resemblances--and resem-
blances also to the mechanisms used 1n
problem-solving simulations. Such
resemblances and common mechanisms are
already beginning to appear.

Long-Range Goals of Simulation

The long-term research strategy
would again be gradually to replace a
multitude of special-purpose programs
with a more general program aimed at
simulating the whole man--or at least
the cognitive aspects of his behavior.
Although enormous gaps of ignorance still
separate us from that goal, the goal
itself no longer seems entirely Utopian
to the active researchers in the field.

Perhaps the largest single gap at
present--and one that is not filled by
any of the work to be reported today--is
in programs to explain long-range human
memory phenomena. I will venture the
personal prediction that filling this
gap will soon become crucial to progress
in the whole field of information
retrieval.

Another important gap that also has
significant practical implications lies
in the area of simulation of natural
language processes. Here, interest in
language translation and in the improve-
ment of computer programming languages
has already led to excitlng progress--as
1llustrate o for example, by the work
of Chomsky~" and Yngve.3i

Heuristic Programs in New Areas

The areas of rote learning, simple
choice behavior, and concept attainment
are represented in the programs to be
described by Mssrs. Feigenbaum, Feldman,
and Hunt, respectively.

Rote Learning. The Elementary
Perceiver and Memorizer (EPAM) is a
theory to explain how human subjects
store 1n memory symbolic materials that
are inherently 'meaningless." The
typical learning materials are 'nonsense
syllables"~-spoken or printed syllables
that do not correspond to English words.
By studying rote learning, we hope to
understand, for example, how humans
learn to associate names with objects,
and learn to read by assoclating printed
words with their oral counterparts.

Binary Choice. 1In the so-called
partial reinforcement or binary cholce
experiment, the subject is instructed
to guess which of two events will occur
next. In variants of the experiment,
the actual event sequence may be
patterned, or it may be a random sequence.
The binary cholce experiment has been
one of the principal situations used to
test the stochastic learning models
that have been develogid in psychology
over the last decade.l%:32 Mr. Feldman's
Binary Choice program offers an alter-
native theory to explain these phenomena,
hence provides an interesting example
for comparing and contrasting heuristic
programs with more traditional mathe-
matical models.

Concept Formation. In the simplest
form of the concept formation task, a
rat i1s given a cholce of two gates,
one of which is labelled, say, with a
large triangle, the other with a small
circle. If the experimenter's aim is
to test the rat's attainment of the
concept "triangle," he places a reward
behind the gate labelled with the
triangle. On succeeding trials, the
symbols change in shape, size, or color,
but the gate labelled with a triangle
always leads to the reward. Within the
past year, several computer programs
have been written that simulate slightly
more complex concept learning behavior
in humans. One of these programs, the
Concept Learner, will be described
by Hovland and Hunt. N

Conclusion

I have tried to outline the devel-
opment over the past decade of the use
of computers to construct and test non-
numerical information-processing
explanations for human thinking and
learning. Such programs, which are
beginning to be validated by behavioral
evidence, are providing embryonic
theories for these phenomena in terms
of underlying information processes.
Hopefully, the elementary information
processes that are postulated in the
theories will, in turn, find their
explanation in neurological processes
and mechanisms. The papers in this
session describe a few of the programs
of this kind that have been constructed
to date, and provide some basis for
Judging the prospects for this approach
to understanding the human mind.
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